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Introduction

Although cracking represents a salient feature of the behavior of concrete structures, not only under ultimate loads but also at service states, fracture mechanics has not been used in practical analysis of structures. Structural engineers had a good reason; the linear fracture mechanics was found to be inapplicable to typical concrete structures, and the premises of ductile fracture mechanics did not match material behavior. However, in various recent investigations, particularly those at the Technical University of Lund, Northwestern University, and Politecnico di Milano, it has been shown that fracture mechanics can be applied to concrete structures provided that one takes into account the effect of a large microcracking zone or fracture process zone that always exists at the fracture front. The objective of the present paper is to review the results of the investigations at Northwestern University, many of them carried out under a cooperative agreement with Politecnico di Milano. It is not possible to include a comprehensive review of all the work on fracture of concrete; other work may be consulted for that [1-6].

Blunt Crack Band Model

The simplest way to model cracking in a finite element program is to assume that the cracks are continuously distributed over the area of the
finite element and manifest themselves by a reduction of the elastic modulus in the direction normal to the cracks. Complete cracking corresponds to a reduction of the elastic modulus to zero. In this description, introduced by Rashid [7], the crack band front cannot be narrower than the width of the frontal finite element. At the same time, the width of the crack band front cannot be wider than a single element. Of course, one could enforce the crack front to be of a multiple-element width, however, that would not be justified mechanically since one finds that localization of strain into a single-element width generally leads to a release of elastic energy. There is a further reason why a multiple-element width at the crack front is not a correct model; if we make the loading step sufficiently small, then only one element cracks during the loading step, and this relieves the stresses in the finite element that is on the side of the element that has just cracked, thus preventing an increase of the crack front width, except if a uniform strain distribution is enforced by heavy reinforcement. Even if two finite elements at the crack front had exactly the same stress values, it would be unrealistic to assume that they both crack simultaneously since the statistical scatter of material properties will always cause one of these elements to crack before the other does. Thus, one may adopt the blunt crack band model with a single-element wide front as a realistic and numerically very convenient model for cracking in concrete [10-16]. A similar approach can be applied to rock [10, 17].

Regardless of whether the zone of microcracking at the fracture front in concrete is very wide or not, two elementary justifications may be offered for the blunt crack band model. One of them is the heterogeneity of the material. We treat the material as a smoothed, homogeneous continuum in
the macroscopic sense. In this treatment, the macroscopic stresses and strains represent the averages of the actual (microscopic) stresses and strains over a certain so-called representative volume of the material which must be at least several times the maximum aggregate size in cross section.* Obviously, the rapid and scattered variation of stresses and strains over smaller distances cannot be described by a continuum approach. Therefore, using finite elements of sizes less than several times the aggregate size would not allow any improvement in the description of the actual stress and strain fields within concrete. Even if one wishes to treat a continuous sharp crack in concrete, the blunt crack band model does not represent the reality any worse than a sharp inter-element crack model because the actual crack path is not straight but highly tortuous.

As another justification, of the blunt crack band model for describing sharp fractures in concrete, one may cite the recently documented fact that a sharp inter-element crack and a blunt crack band of single-element width yield approximately the same results for not too crude meshes (roughly when there are at least fifteen finite elements in a square mesh across the cross section). Both models give energy release rates that differ not more than a few percent from the exact elasticity solution. To illustrate it, Fig. 2 exhibits some of the numerical results from Ref. 12. In these calculations, the normal stress in the direction perpendicular to the cracks was assumed to drop suddenly to zero when the energy criterion for crack band propagation became satisfied. The finite element mesh in Fig. 2 covers a cut-out of an infinite elastic medium loaded at infinity by uniform normal stress $\bar{\sigma}$ perpendicular to a line crack of length $2a$. The nodal loads applied at the mesh boundary are calculated as the resultants of the exact

* See Fig. 1
Fig. 1 - Heterogeneous Microstructure, Random Scatter of Stresses and Strains; Plots of Bažant and Cedolin (1979).

Fig. 2 - Finite Element Results of Bažant and Cedolin (1977) (for Sudden Stress Drop) Showing Equivalence of Blunt Crack Band and Sharp Crack Modeling.

Fig. 3 - Nonlinear Zone and Fracture Process Zone for Various Materials.
stresses in the infinite medium, based on Westergaard's exact solution which is shown as a solid curve. The data points in Fig. 2 show numerical results for the square mesh shown (mesh A), as well as for finer meshes B and C (not shown) for which the element size was 1/2 and 3/8 of the element size shown, respectively. A similar equivalence of results for the sharp inter-element crack and the blunt crack band can be demonstrated when the stress is considered to drop gradually rather than suddenly to zero [11].

Aside from the foregoing justifications, the blunt crack band model appears to be more convenient for finite element analysis. When a sharp inter-element crack extends through a certain node, the node must be split into two nodes. This increases the total number of nodes and changes the topological connectivity of the mesh. Unless the nodes are renumbered, the band structure of the structural stiffness matrix is lost. Moreover, if the direction in which an inter-element crack should extend is not known in advance, one needs to make trial calculations for various possible locations of the node ahead of the crack front through which the crack should pass, in order to determine the correct direction of crack propagation. On the other hand, in the blunt crack band model, a fracture propagating in any direction through the mesh can be modeled as a zig-zag crack band with any direction of the cracks relative to mesh lines. All that needs to be done to model an oblique crack direction is to reduce the elastic stiffness in the direction normal to the cracks.

Recently, various attempts to observe the distribution of microcracks ahead of the fracture front in concrete have been made [18-20]. From strain measurements by Moiré interferometry [19, 20], it appears that the width of the
microcrack zone at the fracture front is about one aggregate size. Within this width, there is a crack concentration. However, the line along which the most dense microcracks are scattered is not straight but rather tortuous (Fig. 1), which would not be modeled by a straight inter-element crack any better than by a crack band. Correlation of the crack band model to such microscopic observation is, of course, difficult since the microcrack density varies while in the crack band it is assumed to be uniform. The question then is at which microcrack size to draw the distinction. Thus, the width of the microscopically observed crack band front depends on the definition of the width of the microcracks that are counted within the crack band.

One significant difference from ductile fracture of metals consists in the size of the fracture process zone, defined as the zone in which the material undergoes strain-softening, i.e., the maximum principal stress decreases at increasing strain. This zone is large for concrete but relatively small for metals, even in the case of ductile fracture. In the latter case, there is a large yielding zone, but the material does not soften in this zone (Fig. 3).

The stress-strain relation with strain-softening for the fracture process zone may be replaced by a strain-displacement relation if the displacement represents the integrated value of the strains across the width of the crack front. In this sense, the present blunt crack band model is equivalent to the previous line crack models with softening stress-displacement relations, introduced by Knauss, Wnuk, Kfouri, Miller, Rice and others [21-27]. For concrete this approach was pioneered by Hillerborg, Modéer and Petersson [27, 28] in their model of a fictitious sharp inter-element crack.
Let us now outline one possible form of the softening stress-strain relation for the fracture process zone. Let the virgin crack-free material be described by the elastic stress-strain relation

\[ \varepsilon = C \sigma \]  

(1)

Here, \( \sigma, \varepsilon \) are the column matrices of the cartesian normal components of strain and stress, in cartesian coordinates \( x_1 = x, x_2 = y, \) and \( x_3 = z. \) \( C \) is a 3 x 3 square compliance elastic matrix of the virgin material, with components \( C_{11}, C_{12}, \ldots C_{33}. \) For the sake of simplicity, we may now assume that all microcracks spread over the finite element are normal to axis \( z. \) Appearance of such cracks has no effect on the lateral strains \( \varepsilon_x \) and \( \varepsilon_y, \) and the only effect is an increase in the averaged normal strain \( \varepsilon_z \) in the direction perpendicular to the cracks. This may be described by cracking parameter \( \mu \) introduced only in one diagonal form of the compliance matrix [10, 11], i.e.,

\[
C(\mu) = \begin{bmatrix}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}\mu^{-1}
\end{bmatrix}
\]  

(2)

The cracking parameter \( \mu \) is 1 for the initial crack-free state, and approaches 0 for the final fully cracked state. It has been shown [11], that the limit of the inverse of the compliance matrix \( C(\mu) \) as \( \mu \to 0 \) is, exactly, the well-known stiffness matrix for a fully cracked elastic material, \( D^{fr}. \) This matrix is identical to the elastic stiffness matrix for the plane state of stress, which exists in the material between the cracks.

The cracking parameter may be calibrated so as to yield the desired tensile stress-strain relation with strain-softening, \( \sigma_z = E\varepsilon_z^{fr}, \) in which
\( E = 1/C_{33} \) = Young's modulus. Then one has \( \mu = F(\varepsilon_z)/\varepsilon_z \). Function \( F(\varepsilon_z) \) may be given as a bilinear stress-strain diagram (Fig. 4), characterized by tensile strength \( f'_t \), softening modulus \( E_t \) (negative), and limit strain \( \varepsilon_0 \) for which full cracks are formed. For computer analysis, the foregoing stress-strain relation is differentiated to obtain an incremental form to be used in a program with step-by-step loading.

The strength limit \( f'_t \) needs adjustment to take into account the effect of multiaxial stress state. In particular, the tensile strength limit is decreased due to normal compressive stresses \( \sigma_x \) and \( \sigma_y \) parallel to the crack plane. Correction may be done according to the well-known biaxial failure envelope for concrete [11].

The use of cracking parameters \( \mu \) resembles the so-called continuous damage mechanics, in which damage is characterized by parameter \( \omega \) which corresponds to \( 1 - \mu \). There is, however, a fundamental difference in that the damage due to microcracking is considered to be inseparable from a zone of a certain characteristic width that is a material property, as we will explain later.

The energy consumed by crack formation per unit area of the crack plane, i.e.,

\[
G_f = W_f W_c, \quad W_f = \int_0^{\varepsilon_0} \sigma_z d\varepsilon_z
\]  

represents the fracture energy; \( W_c \) = width of the crack band front (fracture process zone), and \( W_f \) = work of maximum principal tensile stress per unit volume = area under the uniaxial tensile stress-strain curve (Fig. 4).

The magnitude of \( W_c \) is obviously an important factor. If the stress-strain relation, including its strain-softening range, is considered to be
Fig. 4 - Tensile Stress-Strain Diagrams Assumed for Fracture Analysis.

Fig. 5 - Results of Crack Band Analysis Compared With Maximum Load Test Data from the Literature (after Bažant and Oh, 1983).
a material property, which seems logical, then the larger \( w_c \) is the larger
is the fracture energy \( G_f \). However, it has been previously demonstrated
[12, 13] that finite element calculations yield results independent of the
choice of the element size (except for a negligible numerical error), only if
the fracture energy \( G_f \) is considered as a material constant. Eq. 3 then
indicates that the width \( w_c \) of the crack band front must also be a material
constant, to be determined by tests. Indeed, if the value of \( w_c \) is changed
without adjusting the strength limit \( f'_t \) or the strain-softening modulus \( E_t \),
the predicted values of loads needed for further crack propagation may change
dramatically [12, 13]. For the bilinear tensile stress-strain relation
(Fig. 4), we have

\[
\frac{W_f}{2} = \frac{1}{2}(C_{33} - C_{33}^f)f'_t \int_0^2 w_c = \frac{1}{2} f'_t \varepsilon_0 \quad \text{or}
\]

\[
w_c = \frac{2G_f}{f'_t^2} \left( \frac{1}{C_{33} - C_{33}^f} \right)
\]

in which \( C_{33}^t = 1/E_t \) (negative). Thus, the width of the crack band front may
be determined by measuring the tensile strength, the fracture energy, and the
softening modulus \( E_t \). Note that Eq. 4 is similar to the well-known Irwin's
expression for the size of the yielding zone. It should be also noted that
determination of \( w_c \) from mechanical measurements depends on the knowledge of
the strain-softening slope \( E_t \). If this slope is changed, a different value of
\( w_c \) is obtained, and fracture test data may still be fitted equally well,
within a certain range of \( w_c \). In fitting test data for concrete fracture
from the literature, it has been noted that good fits could be obtained for
\( w_c \) ranging from \( 2d_a \) to \( 4d_a \) where \( d_a \) is the maximum aggregate size. The front
width

\[
w_c = 3d_a
\]
was nearly optimum, and at the same time was consistent with the softening modulus $E_t$ as observed in the direct tension tests of Evans and Marathe [32].

Most of the important test data from the literature [33-49], have been fitted with good success using the present nonlinear fracture model [11]. Some of the fits obtained in Ref. 11 by finite element analysis using square meshes are shown in Figs. 5 and 6, in which $P_{\text{max}}$, representing the maximum measured load, is plotted as a function of either the crack length (flaw depth) or the specimen size. The optimum fits obtainable with linear fracture mechanics are shown for comparison in these figures as the dashed lines. The loading point was displaced in small steps in computations, and the reaction, representing load $P$, was evaluated at each loading step by finite elements. The same bilinear stress-strain relation was assumed to hold for all elements.

Note that the crack band approach to fracture models well not only the results for notched fracture specimens, but also the results for unnotched beams, in which the nominal bending stress at failure decreases as the beam depth increases (Fig. 5). This phenomenon is due to the fact that the large fracture process zone (strain-softening zone) cannot be fully accommodated in a small beam. The same phenomenon was previously modeled as a statistical size effect; however, explanation in terms of fracture mechanics, previously proposed by Hillerborg, appears to be the correct one.

Deviations from linear fracture mechanics have been also described for metals by the so-called $R$-curves (resistance curves), which represent the variation of apparent fracture energy as a function of the crack extension from a notch. Based on an original proposal by Krafft et al. [50], the $R$-curve may be considered for most situations as a fixed material property,

*Strain-softening in direct tensile tests of concrete has been also documented in Refs. 51-53 and 49.
Fig. 6 - Crack Band Calculation Results Compared With Further Maximum Load Test Data From the Literature (after Bęzant and Oh, 1983).
although in reality it may be such only asymptotically, for infinitely small

crack extensions from a notch (for longer extensions, the R-curve should,

in theory, also depend on the boundary geometry, location of the loads, crack

path, etc.). It is noteworthy that the present theory achieves a good fit

of test data without introducing any variation of fracture energy \( G_f \), i.e.,

\( G_f \) is a constant. In fact, the present theory allows calculating the R-curves.

For this purpose one needs to evaluate the work of the nodal forces acting at

the crack front element during a small crack band extension. In this

manner the R-curves have been calculated, using the same fracture parameters

as in the previous fitting of maximum load data. These calculations have

led to good fits of R-curve data reported in the literature [11]; see

Fig. 7, using test data from Refs. 33, 36, 45, and 48. For the details of

analysis, see Ref. 11. (It is worth noting that the present theory has been

also used with equal success to fit the test data for various rocks [10, 17].)

Statistical analysis of the test data available in the literature

revealed that the crack band theory allows a great reduction of the co-

efficient of variation \( \omega_0 \) of the deviations of test data from the theory.

In the case of maximum load data, \( \omega_0 = 0.666 \), while for the best fits with

linear elastic fracture mechanics, \( \omega_0 = 0.267 \). For the strength criterion,

\( \omega_0 = 0.650 \). In the case of R-curves, the present crack band theory yields

standard deviation for the deviations of test data from the theory as

\( s = 0.083 \), while linear fracture mechanics with constant fracture energy

yields \( s = 0.317 \); see Ref. 11. These are significant improvements in

the error statistics, and the present crack band

theory is seen to be sufficient for practical purposes. The analysis of

test data from the literature allowed it also to set up an approximate
Fig. 7 - Crack Band Calculation Results Compared with Measured R-Curves from the Literature (after Bazzant and Oh, 1983).

Fig. 8 - Zig-Zag Crack Band Propagation through a Square Mesh.
empirical formula for the prediction of fracture energy on the basis of
tensile strength $f'_t$, maximum aggregate size $d_a$, and Young's modulus $E$;

$$\tilde{G}_f = 0.0214(f'_t + 127)f'_t^2 \frac{d_a}{E}$$  \hspace{1cm} (6)

in which $f'_t$ must be in psi ($\text{psi} = 6895 \text{ Pa}$), and $\tilde{G}_f$ is in lb./in. Exploiting
the relation $G_f = 3d_a f'_t^2 (E_f^{-1} - E_t^{-1})/2$, one can further obtain a prediction
formula for the softening modulus

$$E_t = \frac{-69.9E}{f'_t + 56.7}$$  \hspace{1cm} (7)

**Application in Finite Element Programs**

Finite elements of size $h = w = 3d_a$ may be too small for many practical
applications. However, we cannot simply increase the element size because
according to Eq.3 the energy consumed by fracture would increase proportionally
with $h$, other parameters remaining unchanged. Obviously, in order to maintain
the same energy consumption by fracture, the area under the tensile
stress-strain diagram must be changed in inverse proportion to the element
width $h$. This may be done most conveniently by adjusting the strength limit
from the actual strength $f'_t$ to an equivalent tensile strength $f'_{eq}$. If we
use the bilinear stress-strain diagram and keep the softening modulus $E_t$
constant, we obtain the following expression for the equivalent strength in
a square mesh in which the fracture propagates parallel to the mesh line;

$$f'_{eq} = c_f (1 + \frac{E_t}{E_f}) \left( \frac{2G_fE'}{w_h r_f} \right)^{1/2}$$  \hspace{1cm} (8)

in which $c_f$ is a calibration factor close to 1, depending on the type of
finite element, and $r_f$ is a correction for the compressive normal stress
parallel to the crack plane ($r_f = 1 - \nu' \sigma_3/\sigma_1$).* We see that the tensile
strength limit must be reduced in inverse proportion to the square root of
element size.

*Here $\nu' = \nu/(1 - \nu)$, $\nu$ = Poisson ratio.
If the tensile strength limit is not changed when the element size changes, fracture analysis is unobjective in that the results may strongly depend on the analyst's choice of the element size. A glaring example of this was presented in Ref. 15 in which a rectangular panel, either plane or reinforced, was analyzed for propagation of a symmetric central crack band. It was demonstrated that by changing the element size four times, the calculated value of the load needed for further crack band propagation changed this by a factor of 2 (i.e., by 100%). (If the element size is much larger than \( w_c \), the value of equivalent strength \( f'_{eq} \) is very small and may be neglected. Then one obtains the no-tension material pioneered some twenty years ago by Zienkiewicz et al.)

Keeping the strength limit the same regardless of the element size does not necessarily lead to wrong results. In fact, in many situations finite element analyses with a constant tensile strength yielded good results, in agreement with tests. The reason why this happens is that many structures are fracture-insensitive, i.e., their failure depends primarily on other phenomena such as plastic yielding of steel rather than on cracking of concrete. The flexural failure of reinforced beams is a good example. To decide whether the problem is fracture-insensitive, the analyst needs to run the finite element calculations twice: once with the actual tensile strength \( f'_t \), and once with a zero tensile strength. If the results do not differ significantly, one may forget about adjusting the tensile strength limit.

For structures much larger than the aggregate size, the size of the fracture process zone may become negligible compared to the cross section dimensions (this is true, e.g., for gravity dams). If the finite elements are not very small, a small fracture process zone can be obtained by considering
a vertical stress drop instead of gradual strain-softening. A small fracture process zone is a prerequisite for the validity of linear elastic fracture mechanics, and indeed it is found [10, 11] that the use of a sudden stress drop after the tensile strength limit has been reached leads to results that are very close to the exact solutions of linear elastic fracture mechanics. The results with the present crack band model are just as close to the exact solution as those obtained with the sharp interelement crack model [10].

When a vertical stress drop is assumed, the energy criterion of fracture mechanics can be more closely approximated by a direct calculation of the energy release due to crack band extension, rather than the use of a specified tensile stress-strain diagram with equivalent strength. A formula for the change in potential energy due to crack band extension was given in Refs. 10 and 11. In this formula, one calculates the work of the nodal forces acting upon the frontal finite element during the fracture formation. One must also consider the differences between the initial and final strain energy within the cracked frontal finite element, as well as the work of distributed forces transmitted by reinforcement on concrete.

Instead of directly calculating the work of nodal forces on the frontal finite element, one may also obtain the exact energy release through the use of the J-integral. This method of analysis was developed by Pan and coworkers [54].

An important advantage of the blunt crack band model is that the direction of mesh lines need not be changed if the fracture runs in a skew direction. The crack band propagation criterion then requires some adjustment in order to give results that do not depend on mesh inclination.
We consider a rectangular mesh of mesh sizes \( \Delta x \) and \( \Delta y \) (Fig. 8). An inclined crack band is represented as a zig-zag crack band of overall orientation angle \( \alpha_F \). Let \( \alpha_M \) be the orientation angle of the mesh lines \( x \), and \( \alpha_C \) be the direction of the cracks within the finite element (Fig. 9). We seek the effective width \( w_{ef} \) of a smooth crack band that is equivalent to the zig-zag band. Consider one cycle, of length \( l \), on the line connecting the centroids of the elements in the zig-zag band. The number of elements per cycle \( l \) in the \( x \)-direction is \( N_x = l \cos \alpha / \Delta x \), and the number of those in the \( y \)-direction is \( N_y = l \sin \alpha / \Delta y \) in which \( \alpha = |\alpha_F - \alpha_M| \) provided that \( 0 \leq \alpha \leq 90^\circ \). The area of the zig-zag band per cycle \( l \) is \((N_x \Delta y) \Delta x + (N_y \Delta x) \Delta y\). This area must equal the area \( 2 w_{ef} \) of the equivalent smooth crack band, in order to assure the same energy content at the same stresses. This condition yields the effective width

\[
w_{ef} = \Delta x \sin \alpha + \Delta y \cos \alpha \quad (0 \leq \alpha \leq 90^\circ)
\]  

A somewhat different equation, giving similar results for \( \alpha \leq 45^\circ \) has been used in previous work [13-15].

A different adjustment is needed when one considers a sudden stress drop and determines crack propagation directly from the energy change \( \Delta U \) caused by extending the crack band into the next element. The propagation condition then is \( \Delta U / \Delta a = -G_f \) where \( \Delta a \) is the length of extension of the crack band, which is equal to the mesh size \( h \) if the crack band propagates parallel to the mesh line [12, 13, 6]. In the case of a zig-zag band, \( \Delta a \) must be replaced by an effective crack band extension \( \Delta a_{ef} \) in the direction of the equivalent smooth crack band. We may assume \( \Delta a_{ef} \) to be the same for each crack band advance within the cycle \( l \) in Fig. 8, whether this advance is in the \( x \)- or \( y \)-direction. Then \( \Delta a_{ef} = l / N \) where \( N = N_x + N_y \) is number of
elements per cycle $l$. This condition yields

$$
\Delta a_{ef} = \left( \frac{\cos \alpha}{\Delta x} + \frac{\sin \alpha}{\Delta y} \right)^{-1}
$$

(0 < \alpha < 90^o) \tag{10}

It has been demonstrated that the calculation results are objective
not only with regard to the choice of element size but also with regard to
the choice of mesh inclination relative to the fracture direction. Meshes
of various inclination have been used to calculate the load—crack-length
diagram for the rectangular panel considered before; they have been found
to yield essentially the same results, except that the scatter (numerical
errors) are somewhat larger for the zig-zag crack bands than for a smooth
band; see Ref. 15.

It is one problem when the fracture direction is known and the zig-zag
crack band is placed so as to conform to the average fracture direction,
and another problem when the fracture direction is unknown in advance and
a choice of the next element to crack must be made. The latter problem
is obviously more difficult. It has been found that any finite element mesh,
including a square mesh, is not entirely free of a directional bias. This
bias is the strongest when the angle of fracture direction with the mesh line
is small. For example, if a square mesh in the center-cracked rectangular
panel is only moderately slanted (Fig. 8b), then the equivalent strength
criterion with the effective width given by Eq. 8 indicates the crack band
to extend straight along the mesh line, i.e., in the inclined direction,
while correctly there should be side jumps so that the zig-zag band would,
on the average, conform to a horizontal direction. It appears rather
difficult to avoid this type of bias. Various methods to avoid it are
being studied [55-58]. Some search routines to determine which element
is the next to crack (the element straight ahead or the element on the left or on the right) are being investigated.

When concrete is reinforced, attention must also be paid to the question of bond slip of reinforcing bars embedded in concrete. It has been shown [13], that neglect of the bond slip is impossible, leading to unobjective results strongly dependent on the mesh size and converging to a physically incorrect solution. If no slip is considered to occur at the nodes between the bars and concrete, and if the element size is varied, then the stiffness of the connection between the opposite sides of a fracture changes with the mesh size and would approach infinity for a vanishing mesh size, thus preventing any crack propagation at all. In reality, due to a limit on the bond stress that can be transmitted on the surface of a steel bar, there is a certain bond slip length $L_s^*$ on each side of a crack band. This length depends on the bar cross section $A_b^*$, ultimate bond force $U_b^*$, ratio $n'$ of the elastic moduli of steel and concrete, stress $\sigma_s$ in the bars at the point of crack band crossing, and the reinforcement ratio $p$ (the bars are assumed to be spaced regularly and densely). The following expression was derived [13],

$$L_s = \frac{A_s}{U_b} (\sigma_s - \sigma_s') = \frac{A_b}{U_b} \frac{1 - p}{1 - p + n'p} \sigma_s$$

For convenience of programming it is further possible to replace this actual bond slip length with an equivalent free bond-slip length $L_s^*$ which coincides with a distance between certain two nodes within the mesh, and which permits neglecting the bond shear stresses that are difficult to model in a finite element code. The cross section area $A_b$ must also be adjusted to a value $A_b^*$. The values of $L_s^*$ and $A_b^*$ are then determined from the condition that the extension of the steel bar over the length $L_s$, with bond shear stresses present, would be the same as the extension of a bar of cross section area $A_b^*$ and length $L_s^*$ with zero bond stresses; see Ref. 13.
Fig. 9 - Illustrations of Bond Slip and Equivalent Free Bond Slip Length (after Bażant and Cedolin, 1980).

Fig. 10 - Various Theories for Structural Size Effect.
When reinforcement is used, the expression for the equivalent strength must also be adjusted. The following formula has been derived from energy release considerations [6, 15];

\[
f'_{eq} = c_f \left( \frac{f_c}{w_{ef}} \right) (1 + c_p \frac{n}{L_s} \frac{P}{L_s} \cos \alpha_s) \tag{12}
\]

in which \( \alpha_s \) is angle of the reinforcing bars with the normal to the crack band, and \( c_p \) is an empirical coefficient to be found by numerical calibration, i.e., comparisons of results for different mesh sizes [15].

It might be more realistic to treat reinforcement and bond slip by introducing two overlaid continuua, one representing the plane concrete, and one representing the reinforcement mesh. These continuua would be allowed to displace relative to each other and would transmit distributed volume forces from one to another, depending on the relative slip. This approach would be, however, much more complicated.

**Structural Size Effect**

The dispersed and progressive nature of cracking at the fracture front may be taken into account by introducing the following hypothesis [59]:

The total potential energy release \( W \) caused by fracture in a given structure depends on both:

1) The length \( a \) of the fracture, and

2) The area of the cracked zone, \( n d_a \)

in which \( n \) is a material constant characterizing the width of the cracking zone at the fracture front [11], \( n \approx 3 \). The dependence of \( W \) upon crack length \( a \) describes that part of energy release that flows into the fracture front from the surrounding uncracked regions of the structure.
Parameters $a$ and $\alpha_n$ are not nondimensional. They are permitted to appear only in a nondimensional form, which is given by the following nondimensional parameters

$$\alpha_1 = \frac{a}{d}, \quad \alpha_2 = \frac{a}{d^2}$$

They represent the nondimensional fracture length and the nondimensional area of the crack zone. Furthermore, $W$ must be proportional to volume $d^2 b$ of the structure, $b$ denoting the thickness, and to the characteristic energy density $\sigma_N^2 / 2 E_c$ in which $\sigma_N = P/bd$ = nominal stress at failure, $P$ = given applied load, and $d$ = characteristic dimension of the structure. Consequently, we must have

$$W = \frac{1}{2E_c} \left( \frac{P}{bd} \right)^2 bd^2 f(\alpha_1, \alpha_2, \xi_1)$$

in which $f$ is a certain continuous and continuously differentiable positive function, and $\xi_1$ represent ratios of the structure dimensions characterizing the shape of the structure.

To illustrate the structural size effect, we now consider structures of different sizes but geometrically similar shape, including the same ratio of fracture length to the characteristic dimension of the structure, and the same reinforcement ratio. Under this assumption, the shape parameters $\xi_1$ are constant. Using the energy criterion for crack band propagation, $\partial W / \partial a = G_f b$, in which $G_f$ is the fracture energy, we obtain (for constant $\xi_1$) $\partial f / \partial a = f_1 (\partial \alpha_1 / \partial a) + f_2 (\partial \alpha_2 / \partial a)$ where we introduce the notations

$f_1 = \partial f / \partial \alpha_1, \quad f_2 = \partial f / \partial \alpha_2$. Substitution of Eq. 12 into Eq. 13 then yields
\[
\left( \frac{f_1}{d} + \frac{f_2}{d^2} \right) \frac{P^2}{2bE_c} = G_f b \tag{15}
\]

Here the fracture energy may be expressed as the area under the tensile stress-strain curve, i.e., \(G_f = n d_a \left(1 - \frac{E_c}{E_t} \right) \frac{f'_t^2}{2E_c}\), in which \(E_c\) is the initial Young's elastic modulus of concrete, \(E_t\) is the mean strain-softening modulus, which is negative, and \(f'_t\) is the direct tensile strength of concrete. Substituting this expression for \(G_f\) together with the relation \(P = \sigma_N bd^*\) into Eq. 14, we finally obtain

\[
\sigma_N = B f'_t \left(1 + \frac{d}{\lambda_0 d_a} \right)^{1/2} \tag{16}
\]

in which \(B = \left[(1 - \frac{E_c}{E_t})/f'_2 \right]^{1/2}, \lambda_0 = \frac{m f'_2}{f'_1}\). \(B\) and \(\lambda_0\) are constants when geometrically similar structures of different sizes are considered. In the plot of \(\log \sigma_N\) versus \(\log(d/d_a)\) where \(d/d_a\) is the relative structure size, Eq. 18 is represented by the curve shown in Fig. 10. If the structure is very small, then the second term in the parenthesis in Eq. 15 is negligible compared to 1, and \(\sigma_N = B f'_t\) is the condition characterizing failure, representing the strength criterion which in Fig. 10 corresponds to a horizontal line. This special case is obtained if \(W\) depends only on the crack-zone area but not on the fracture length. If the structure is very large, then 1 is negligible compared to the second term in the parenthesis of Eq. 15. Then \(\sigma_N = \text{const.}/\sqrt{d}\). This is the type of size effect known to apply for linear elastic fracture mechanics. Thus, linear elastic fracture mechanics must always apply for a sufficiently large concrete structure. It is interesting to note also that the preceding nondimensional analysis yields this limiting case when the starting hypothesis includes only dependence of \(W\) on the fracture length but not on the cracked zone area. In Fig. 15 the limiting case of linear fracture mechanics is represented by the straight line of downward slope - 1/2.

*Here \(\sigma_N\) = nominal stress at failure.
The size effect in concrete structures failing due to cracking of concrete represents, as we have shown, a gradual transition from the strength criterion to the energy criterion of linear fracture mechanics. Unfortunately, among the numerous test data on fracture of plain concrete as well as on brittle failures of concrete structures, as reported in the literature, only a very small fraction involves fractures of specimens of sufficiently different sizes to check our preceding conclusion. From fracture testing of plain concrete, the size effect may be checked from the test data of Walsh [47] (Fig. 6). A very good agreement with Eq. 15 is found from these data. As for brittle failure of concrete structures, a check can be made using certain data for the diagonal shear failures of concrete beams with longitudinal reinforcement but without stirrups. Results of such tests are shown in Fig. 11 for test data from Refs. 61-67. In spite of the large scatter, due to comparing test data from different laboratories for different concretes, the declining trend is obvious. A horizontal line, corresponding to the strength criterion (as well as to the present ACI or CEB-FIP codes), is contradicted by the test data. At the same time, however, one can clearly see a substantial deviation from the straight line representing linear elastic fracture mechanics. For more detail, see Ref. 60.

In the preceding analysis we have not paid any particular attention to reinforcement. If a densely and regularly distributed reinforcement is present, one finds that the size effect is again governed by Eq. 15, however, with different constants, provided that the reinforcement remains elastic. Compared to plain concrete, the asymptotic straight line for linear elastic fracture mechanics is pushed in the plot of Fig. 10 toward the right, i.e., there exists a greater range of sizes for which the strength criterion applies.
Fig. 11 - Test Data From Various Laboratories on Diagonal Shear Failure of Beams Reinforced Longitudinally but Without Stirrups (after Bažant and Kim, 1983).
Nevertheless, for sufficiently large structures, a transition to the size effect of linear fracture mechanics does occur. This conclusion, however, is true only if the reinforcement does not yield. If it does, then there is another transition in Fig. 10 to a horizontal asymptote (see Ref. 59).

The decrease of nominal stress at failure with the structure size has been explained in the past as a statistical phenomenon. The strength of concrete is randomly variable, and in a larger structure there is a greater chance of encountering a smaller strength, which could explain the size effect. However, since the random variations occur only within certain representative volumes of small size, the statistical size effect must lead to a horizontal asymptote. Thus, the asymptotic behavior is totally different from that we obtained for fracture mechanics. Needless to say, the fracture-type size effect appears to be the correct one.

**Other Aspects**

For some types of loading, especially those in dynamics, the principal tensile stress may initially cause only a partial cracking and fracture may be completed later under a principal tensile stress of a different direction. For such situations, a softening stress-strain relation that can be applied for a general loading path with rotating principal stress directions is needed. An attractive method to develop such a stress-strain relation is the microplane model [68, 69]. In this model, analogous to the well-known slip theory of plasticity [70, 71], one specifies the constitutive relation between the stresses and strains acting within the microstructure on a plane of any orientation. No tensorial invariance restrictions need to be satisfied by this relation, since they are satisfied subsequently by a suitable combination of microplanes of all possible orientations. It appears that for the
modeling of progressive fracture, the strains from all microplanes must be constrained to the same macroscopic strain tensor, and requiring that the energy dissipation must be the same whether expressed macroscopically or microscopically, one finds that the inelastic stress relaxations from all microplanes must be superimposed, evaluating a certain integral over a unit hemisphere. This model has been shown [69] to be able to represent tensile strain softening of concrete. Furthermore, it was shown that the same model can describe the shear resistance of cracks and their dilatancy caused by shear [72].

While the microplane model represents a refinement of the crack band model, a simplified approach is also of interest. It has been recently investigated whether concrete fracture can be predicted by an approximate equivalent linearly elastic fracture analysis based on the concept of R-curves (resistance curves) known from fracture analysis of metals [73]. This approach is based on two hypotheses: 1) for the purpose of determining the energy release rate, the crack length \( a \) is not required to represent the actually measured crack length but permits \( a \) to be any fictitious crack length. 2) The fracture energy \( G_c \) is not a constant but varies as a function of the extension \( c \) of the fictitious crack from the body surface or a notch \( (c = a - a_0 \text{ where } a_0 = \text{notch length}; \text{Fig. 12}) \). In the second hypothesis, the dependence of fracture energy on crack extension is supposed to be unique, as proposed for metals by Krafft et al. [50, 31]. This is certainly a simplification, since in reality the R-curve is different for different body geometries, different loading arrangements, different loading paths, etc., and indeed the R-curves calculated by finite elements from the blunt crack band theory as explained before exhibit such a dependence. Nevertheless,
for many situations, a unique curve of fracture energy versus crack extension, called the R-curve, is an acceptable approximation (Fig. 12).

In the R-curve approach, the critical state of failure is obtained when the following two conditions are satisfied [31]:

\[
W'(a) = G_c(c), \quad \frac{3W'(a)}{3a} = \frac{3G_c(c)}{3c}
\]  

(17)

in which \( W'(a) = \frac{3W}{3a} \) = energy release rate of the body, and \( c = a - a_0 \).

In elastic fracture mechanics, the energy release rate function has the form \( W'(a) = P^2 W'_L(a) \), in which \( W'_L(a) \) is the energy release rate function for \( P = 1 \). Substituting this relation into Eq. 16, one has two equations for two unknowns \( c \) and the failure load \( P \). These two equations are nonlinear and have to be solved iteratively. However, if the function \( G_c(c) \) is assumed to be a parabola and the function \( W'_L(a) \) to be a straight line, then Eq. 15 can be reduced to a single quadratic equation for \( P \) [31].

The bulk of fracture test data was analyzed using the R-curve approach [73]. Various algebraic expressions have been used for the R-curve \( G_c(c) \), including an exponential curve with a horizontal asymptote, a segment of a parabola terminating at its apex, after which a horizontal line follows, and a bilinear diagram. By statistical analysis of the test data available from the literature, it was found that the precise shape of the R-curve cannot be determined. The optimum fits were about equally good with the aforementioned expressions as well as other expressions. Only the initial value of \( G_c \), the final value \( G_f \) and the overall slope, were found to be of importance. This conclusion implies that it makes no sense trying to develop sophisticated differential equations for determining the shape of the R-curves.
Therefore, the expression for the R-curve should be chosen from the viewpoint of convenience, and from this viewpoint the parabolic formula is probably best, since it yields a quadratic equation for P. Fig. 13 reproduces a plot from Ref. 73 of the theoretical versus measured values of P at failure, normalized with regard to the failure load \( P_0 \) calculated from the strength theory. The parabolic formula is used in this comparison. If the theory were perfect, the data points would have to fall on a straight line through the origin, of slope 1. The deviations from such a strain line are the measures of the error. Their coefficient of variation is only 0.06, which means that a very good approximation of the existing test results is possible.

The R-curve can be sufficiently characterized by three parameters, its initial and final values and the mean slope of the rising segment. These three material characteristics can be easiest determined by carrying out maximum load tests for three substantially different test specimens. Best probably are geometrically similar specimens of substantially different sizes. Measurements other than maximum load values are then not needed, which is a significant advantage of this approach. It is very difficult to measure other quantities such as the crack length and opening, loading and unloading compliances at the critical state, etc., and it is attractive for practical applications to be able to avoid such measurements.

For concrete structures, it is of importance to model not only isolated fractures but also systems of cracks. Of particular interest is the system of parallel equidistant cracks which forms under a uniform tensile loading of a panel reinforced by a mesh of bars, or in a beam with longitudinal reinforcement subjected to tension or bending. For the parallel crack system,
Fig. 12 - Determination of Failure with the Help of R-Curve.

\[ G_c(c) = G_f \left[ 1 - \beta \left( \frac{c - c_m}{c_m} \right)^2 \right] \]
\[ \beta = 0.780 \]
\[ c_m = 6. \]

Fig. 13 - Statistical Linear Regression of Measured Failure Loads Versus Theoretical Ones.
it is necessary to determine the spacing of the cracks, after which the crack width can be estimated, and also the overall strain at which the cracks form. This problem has been traditionally analyzed on the basis of strength criteria, coupled with the conditions of bond slip. However, the strength criteria govern only the initiation of microcracking, since they pertain to the peak point of the tensile stress-strain diagram. For a complete crack formation, strain-softening must reduce the stress to zero, which means that the full strain energy under the tensile stress-strain diagram must be dissipated. Therefore, complete crack formation should properly be calculated from energy fracture criteria. This approach has been taken in Ref. 74, and simplified formulas for the crack spacing based on energy analysis were determined. Since the cracks are usually spaced rather closely compared to the maximum aggregate size, the energy balance conditions have not been written for the formation of the crack over its entire length. The formulas obtained from this fracture mechanics approach agreed reasonably well with the scant test data on crack spacing and crack width available in the literature.\

Crack width is rather important for the shear transmission capability of cracks in concrete, which is essential for the load carrying capability of concrete structures. The shear response of cracks in concrete may be characterized by an incremental relation expressing the increments of the normal and shear stress transmitted across a crack as a function relative displacement (opening) and the tangential relative displacement (slip); see Ref. 75.

*Aside from energy balance, the evolution of crack spacing of a growing crack system is also governed by certain stability conditions; see Ref. 76.*
Conclusions

After a period of doubts regarding the applicability of fracture mechanics to concrete, it has now become clearly established that fracture mechanics does apply. However, a nonlinear form of fracture mechanics which takes into account the existence of a large fracture process zone ahead of the fracture front must be used. An attractive formulation is the crack band model, which is particularly suited for finite element analysis. Nevertheless, many questions remain open and much further research is needed.
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