Creep and Shrinkage in Concrete Structures

Edited by
Z. P. Bažant
Center for Concrete and Geomaterials
Northwestern University
Evanston

and

F. H. Wittmann
Department of Materials Science
Swiss Federal Institute of Technology
Lausanne

Preface ......................................................... ix

PART I: FOUNDATIONS AND GENERAL ASPECTS

1 The Microstructure of Hardened Portland Cement Paste . . 3
   J. F. Young

2 Mechanics of Concrete Systems: Current Approaches to
   Assessing Material Behaviour and Some Possible Extensions ........................................ 23
   J. W. Dougill

3 Probabilistic Approach to Deformations of Concrete .............................. 51
   E. Çinlar

4 Estimation of Drying of Concrete at Different Relative
   Humidities and Temperatures ...................................................... 87
   S. E. Pihlajavaara

PART II: CREEP AND SHRINKAGE—ITS MEASUREMENT AND MODELLING

5 Experimental Techniques and Results ........................................ 111
   C. D. Pomeroy

6 Creep and Shrinkage Mechanisms ............................................. 129
   F. H. Wittmann

7 Mathematical Models for Creep and Shrinkage of Concrete .......................... 163
   Z. P. Bažant

PART III: STRUCTURAL ANALYSIS AND BEHAVIOUR

8 Numerical Creep Analysis of Structures .................................. 259
   C. A. Anderson
Chapter 7

Mathematical Models for Creep and Shrinkage of Concrete

Z. P. Bažant

7.1 INTRODUCTION

Since the advent of the computer era structural analysis capabilities have been advancing at a rapid pace. The large finite element programs to which these advances have led can however serve a useful purpose only if a good mathematical model of the material is available.

Great progress has been achieved in this direction in the field of creep and shrinkage of concrete. Within the linear range, the theory is now reasonably well understood. However, many questions and gaps of knowledge remain; despite the recent vast expansion of the literature on the subject.

This chapter attempts a state-of-art exposition, stating the principal facts, properties, and formulations, and frankly admitting the limitations, uncertainties, and questions. The reader must be warned that the survey which follows does not attempt an exhaustive coverage and is characterized by a certain degree of bias for the contributions made at my home institution with which I am most familiar.

An engineer who merely wants to get a quick information on the models he could use, and not to worry about more subtle or unanswered questions, need not study the whole of this chapter. It suffices for him to look first at Section 7.3.5 for a brief description of the simplest method of analysis, then either at Section 7.3.4 if his structural system is not large and at Sections 7.4.1, 7.4.2, and 7.4.4 if it is large, and finally at Sections 7.2.5–7.2.7, 7.7.1–7.7.4 for the characterization of material properties. Even those sections, however, are not instruction manuals and the appropriate references must be consulted for details.

7.2 CREEP AND SHRINKAGE PROPERTIES

7.2.1 Definitions

When a load is applied on a concrete specimen, the specimen first shows an instantaneous deformation which is then followed by slow further increase
of deformation. This slow increase of deformation, discovered in 1907 by Hatt,\textsuperscript{57} is called creep. Concrete specimens slowly deform in time even in the absence of applied loads. These deformations are called shrinkage when temperature is constant.

To define creep one must consider two identical specimens subjected to exactly the same environmental histories, one specimen being loaded and the other load-free (companion specimen). The difference of the deformation of these two specimens defines the instantaneous deformation plus creep.

### 7.2.2 Physical nature of creep and shrinkage

Creep of concrete has its source in the hardened cement paste and, at high stresses, also in failure of the paste–aggregate bond. The paste consists of solid cement gel and contains numerous capillary pores.\textsuperscript{72,153,152,186,194} The cement gel contains about 40 to 55% of pores in volume, has an enormous pore surface area (roughly 500 m²/cm³), and is made up of sheets of colloidal dimensions (of average thickness about 30 Å, with average gaps about 15 Å between the sheets). The sheets are formed mostly of calcium silicate hydrates and are strongly hydrophilic. Because the pores of cement gel are micropores of subcapillary dimensions they cannot contain liquid water or vapour: but they do contain evaporable water (water that is not chemically bound in the hydrates), which is strongly held by solid surfaces and may be regarded as (hindered) absorbed water or interlayer water. This water can exert on the pore walls a significant pressure called the disjoining pressure\textsuperscript{25,151,194} the value of which depends on temperature and the degree of water saturation of capillary pores.

The bonds and contacts between the colloidal sheets in cement gel are highly disordered and unstable. Therefore, creep may be expected to be caused by changes in the solid structure. Although the precise creep mechanism is still debated, bonding and rebonding processes similar to movement of a dislocation may be involved, and it may also be possible that various solid particles displace or migrate (diffuse) from highly stressed zones to stress-free zones such as the surfaces of larger pores. Because of the disjoining pressure, bonds get weakened by the presence of water, and this explains why after drying the creep is less.\textsuperscript{25,194–194}

During drying, on the other hand, the creep is higher than in sealed specimens. This effect, called drying creep or Pickett effect,\textsuperscript{148} probably has two sources. One may be the fact that as water is diffusing out of the loaded gel micropores it creates disorder, facilitating migrations of solid particles.\textsuperscript{16,24,25} Another cause, possibly the major one,\textsuperscript{195} is likely to be macroscopic, namely the stresses and microcracking\textsuperscript{52,195} produced by drying in the specimen as a whole.

As the solid particles migrate out of the loaded regions, the load on them (or the disjoining pressure) is gradually relaxed, being transferred onto more stable parts of the microstructure. This causes the creep rate to decline. At the same time hydration proceeds, which causes the volume of cement gel to increase at the expense of large (capillary) pores, and the number of bonds in the existing gel to also increase. This reduces creep, too.

Shrinkage results from the increase of solid surface tension and capillary tension due to drying, as well as from the decline of disjoining pressure in the gel.\textsuperscript{190,194}

### 7.2.3 Elementary characteristics

The total strain of a uniaxially loaded concrete specimen at time \( t \) after the casting of concrete (age) may be subdivided as

\[
\varepsilon(t) = \varepsilon_{\text{T}}(t) + \varepsilon_{\text{C}}(t) + \varepsilon_\text{s}(t) + \varepsilon_\text{d}(t) = \varepsilon_{\text{E}}(t) + \varepsilon'(t)
\]

\[
= \varepsilon_{\text{T}}(t) + \varepsilon_{\text{C}}(t) + \varepsilon_\text{s}(t) + \varepsilon_\text{d}(t)
\]

(7.1)

in which \( \varepsilon_{\text{T}}(t) \) is the instantaneous strain, which is elastic if the stress is small, \( \varepsilon_{\text{C}}(t) \) is the creep strain, \( \varepsilon_\text{s}(t) \) is the shrinkage strain, \( \varepsilon_\text{d}(t) \) is the thermal dilatation, \( \varepsilon'(t) \) is the stress-independent inelastic strain, \( \varepsilon''(t) \) is the inelastic strain, and \( \varepsilon''(t) \) is the stress-produced strain. \( \varepsilon_\text{s}(t) \) is reversible (i.e. recoverable) upon unloading right after the moment of loading but not later, due, principally, to further hydration.

The thermal strain will not interest us here beyond noting that it is calculated as \( \varepsilon_\text{d} = \int_{T_0}^{T} \alpha dT \) where \( T_0 \) is the chosen reference temperature and \( \alpha \) is the thermal dilatation coefficient, which roughly equals \( 10^{-5} \text{°C}^{-1} \) but actually depends on \( T \) and even more on the specific moisture content, \( w \).

The dependence of creep on stress may be shown graphically by creep isochrones (Figure 7.1), which are the lines connecting the values of strain \( (\varepsilon - \varepsilon_0) \) produced by various constant stresses \( \alpha \) during the same time.
period. Plotting creep isochrones from test results (see Figure 7.1), one finds that for stresses within the service range, or up to about 50% of the strength, the creep is approximately proportional to stress. For constant uniaxial stress $\sigma$ we may then write

$$\varepsilon(t) = \sigma J(t, t') + \varepsilon(t')$$  \hspace{1cm} (7.2)

in which $\varepsilon$ is the uniaxial strain, $t$ is the time, which we normally choose to coincide with the age of concrete, and $J(t, t')$ is the compliance function (often also called the creep function), which represents the strain at time $t$ produced by a unit constant stress that has been acting since time $t'$. Due to the proportionality property, the creep is completely characterized by the function $J(t, t')$, the typical shape of which is sketched in Figure 7.2. This function may be expressed as

$$J(t, t') = \frac{1}{E(t')} + C(t, t') = \frac{1 + \phi(t, t')}{E(t')}$$  \hspace{1cm} (7.3)

where $1/E(t')$ represents the instantaneous elastic deformation at age $t'$, $C(t, t')$ is the creep compliance (also called the specific creep), and $\phi(t, t')$ is the ratio of the creep deformation to the elastic deformation, called the creep coefficient. The instantaneous deformation has a large inelastic (irreversible) component at high stresses but in the service stress range (below about $\frac{1}{2}$ of the strength) it is essentially elastic, i.e. reversible immediately after loading.

For long-time loading, the values of creep coefficient are usually between 1.0 and 6.0, with 2.5 as the typical value. So, realizing that creep deformations are normally larger than the elastic ones, we recognize the importance of taking creep into account in calculations of stresses, deformations, cracking, buckling, and failure of structures under sustained loads. Shrinkage typically attains values from 200 to $800 \times 10^{-6}$. Compared to this, a typical creep strain for $E(t') = 3.5 \times 10^6$ psi (24,000 MPa), $\phi = 2.5$, and $\sigma = 2000$ psi (14 Mpa) is $1400 \times 10^{-6}$. Thus, shrinkage is normally somewhat less important than creep, except when the long-time stresses produced by load are small.

The magnitude of the part of deformation that is called instantaneous or elastic, i.e. $\varepsilon_E = \sigma / E(t')$, unfortunately suffers by ambiguity because significant creep exists even for extremely short load durations; see the typical curves at constant stress plotted in Figure 7.2 (on log-time scale) in which the left-hand side horizontal asymptote represents the true instantaneous deformation $J(t', t')$ (since log 0 = $-\infty$). Its value is very difficult to determine experimentally and is, anyhow, not needed for static structural analysis for long-time loads. For this purpose, the deformation which corresponds to any load duration less than about 1 day ($a$ in Figure 7.3) may serve just as well as the conventional instantaneous (or elastic) strain. The conventional elastic modulus obtained from the formulae of ACI or CEB-FIP recommendations (e.g. $57,000 \sqrt{f_c}$) corresponds to approximately two hours of stress duration and represents approximately half of the true instantaneous modulus.

In previous works, unfortunately, different definitions of the instantaneous (elastic) deformation have been used. Some authors imply, often tacitly, the instantaneous deformation to be that for 1 to 10 min duration (typical duration of stress tests), others that for 0.001 s. There are great differences among all the definitions of $E(t')$ used in the past. Much confusion and error has been caused by carelessly combining incompatible values of $E(t')$ and $\phi(t, t')$ or $C(t, t')$ ($a$ with $b'$ or $b$ with $a'$ in Figure 7.3).

For short-time loading, quasi-elastic structural analyses based on the effective modulus $E_{eff} = 1/J(t, t')$ normally give very good results. For loads of more than one-day duration, it makes therefore, little difference whether $E(t')$ corresponds to a duration of 1 s or 2 h, provided that $1/E(t')$ and $C(t, t')$ add up to the correct value of $J(t, t')$.
To make these errors imposible, it is preferable to specify initially the creep properties in terms of $J(t, t')$ rather than $C(t, t')$ or $\phi(t, t')$. For the purpose of structural analysis the conventional elastic modulus may then be calculated as

$$E(t') = \frac{1}{J(t'+\Delta, t')}$$  \hfill (7.4)

where $\Delta$ is some chosen load duration, less than about 1 day. The creep compliance must then be evaluated as $C(t, t') = J(t, t') - J(t'+\Delta, t')$ and the creep coefficient as $\phi(t, t') = [J(t, t')/J(t'+\Delta, t')] - 1$.

### 7.2.4 Influencing factors

Creep and shrinkage of concrete are influenced by a large number of factors, which may be divided into intrinsic factors and extensive factors. The intrinsic factors are those material characteristics which are fixed once and for all when the concrete is cast. Extensive factors are those which can vary after the casting; they include temperature, pore water content, age at loading, etc.

The main intrinsic factors are the design strength, the elastic modulus of aggregate, the fraction of aggregate in the concrete mix, and the maximum aggregate size. Increase of any of these factors causes a decrease of creep as well as shrinkage. This is because the aggregate does not creep appreciably and has a restraining effect on creep and shrinkage. Grading of aggregate further reduces creep and shrinkage. As for shrinkage, it also increases as the water/cement ratio of the concrete mix increases.

Among the extensive factors we must distinguish the local from the external ones. The former, also called the state variables, are those which can be treated as a point property of a continuum. They are the only ones which can legitimately appear in a constitutive equation. Temperature, age, degree of hydration, relative vapour pressure (humidity) in the pores, and pore water content represent state variables affecting creep.

On the other hand, the size of specimen and the environmental humidity are not admissible as state variables in a constitutive equation even though they have a great effect on creep of a concrete specimen. Properly, the environmental humidity must be considered as the boundary condition for the partial differential equation governing pore humidity. It is the pore humidity, not the environmental one, which directly affects creep and can appear in the constitutive equation.

The effects of state variables (documented, e.g., by the test data reported by Neville and Dilger, \textsuperscript{145} L’Hermite and Macmillan, \textsuperscript{122} Lambotte and Mommsen, \textsuperscript{117} Hanson, \textsuperscript{124} Harboe et al., \textsuperscript{93} Troxell et al., \textsuperscript{177} Rusch et al., \textsuperscript{16} Wagner, \textsuperscript{182} Neville) are as follows. Creep decreases as the age of concrete at the instant of loading increases (this is actually the effect of the increase in the degree of hydration). Creep also increases with increasing temperature, but this effect is offset by the fact that a temperature increase also accelerates creep which in turn reduces creep. Creep at constant pore water content is less for a smaller pore water content or a lower relative humidity in the pores.\textsuperscript{160,194} In most practical situations, however, this local effect is overpowered by the effect of the changes in environmental humidity (an extensive factor) upon the overall creep of a specimen or structural member. This effect is opposite—the creep of a specimen is increased, not decreased, by a decrease of environmental humidity.\textsuperscript{160,194}

Another important non-local extensive factor which is not a state variable is the size of specimen or structural member. The drying process in a larger specimen is slower, and consequently the creep increase due to drying is less, i.e. creep is less for a larger specimen. Similarly, shrinkage is less for a larger specimen and it is also less for a higher environmental humidity.

In a sealed state, at which (due to hydration) the pore humidity is found to drop gradually to about 97–99%, concrete exhibits a small shrinkage, called the autogeneous shrinkage. It is due to volume changes in the hydration reaction and is about twenty times less than the drying shrinkage. In water immersion (100% humidity) concrete exhibits small swelling (negative shrinkage), which is about ten times less in magnitude than the drying shrinkage.

### 7.2.5 Constitutive properties

Among the simple formulae, the creep of concrete at constant moisture and thermal state (also called the basic creep) may be best described by power curves of load duration $(t-t')$.\textsuperscript{194} and by inverse power curves for the effect of age $t'$ at loading. This leads to the double power law,\textsuperscript{25,41,43,44} (Figure 7.3):

$$J(t, t') = \frac{1}{E_0} + \frac{\phi_1}{E_0} (t_{r-\text{m}} + \alpha) (t-t')^m$$  \hfill (7.5)

in which, roughly, $n = 1/8$, $m = 1/3$, $\alpha = 0.05$, $\phi_1 = 3$ to 6 (if $t'$ and $t$ are in days), and $E_0 = (\text{asymptotic modulus}) = 1.5$ times the conventional elastic modulus for 28-days old concrete. These coefficients may be relatively simply determined from test data; for example, by using the foregoing estimates for $E_0$, and $m$ and $\alpha$ and plotting $y = \log([E_0J-1]/(t_{r-\text{m}} + \alpha))$ versus $\log(t-t')$, one gets a straight-line plot whose slope is $n$ and y-intercept is $\phi_1$. Comparisons with test data are exemplified in Figure 7.4.

Temperature has a major influence on creep. To describe the creep curves at various constant temperatures, Equation (7.5) may be generalized as

$$J(t, t') = \frac{1}{E_0} + \frac{\phi_1}{E_0} (t_{r-\text{m}} + \alpha) (t-t')^n$$  \hfill (7.6)

in which $t_r' = \int \beta(t') \, dt'$ represents the age corrected for the effect of
temperature on the rate of hydration (or aging) and is called the reduced age or the equivalent hydration period (or maturity). Coefficients $\phi_T$, $n_T$, and $\beta_T$ are empirical functions of temperature, introduced such that at reference (room) temperature ($T_0$), $\phi_T = \phi_1$, $n_T = n$, and $\beta_T = 1$. For temperature history that equals $T_0$ up to time $t_0$ and then jumps to another constant value $T$, we have $t' = t_0 + \beta_T(t - t_0)$.

Since $(t - t')^n = e^{ax}$ where $x = \ln(t - t')$, the power curves of $(t - t')$ appear on a log-time scale as curves of ever-increasing slope and with no bounded final value (Figure 7.2). The question whether there exists a bounded final value of creep (at $t \to \infty$) has been debated for some time and no consensus has been reached. It is, however, clear that if a final value exists it would be reached at times far beyond those of interest. All measurements of creep of sealed or immersed specimens indicate (except for what appears to be statistical scatter) non-decreasing slopes on a log-time scale for the entire test duration. There is no evidence of a final value. For design purposes, however, the question of existence of a bounded final value is not too important because the creep increase from 50 years to 100 years is, according to extrapolations of test data (or Equation (7.5)), anyhow insignificant. Most structures are being designed for 40- or 50-year service lives.

The power law of load duration, first proposed by Straub and Shank, follows theoretically from certain reasonable hypotheses about the microstructural creep mechanism, e.g. rate process theory, or a statistical model of creep mechanism. Until recently the power law had been used in conjunction with the conventional elastic modulus for the elastic term ($1/E$ instead of $1/E_n$ in Equation (7.5)). However, this definition of the elastic term greatly restricts the range of applicability. Namely, by choosing the left-hand side of the horizontal asymptote to be too high (Figure 7.3), a higher curvature of the power curve, i.e., a higher exponent (about $n = 1/3$), is required in order to fit the creep data for durations from 3 to 100 days. Then the large curvature due to too high an exponent (1/3 instead of 1/8) causes the curve to pass well above the creep data for longer creep durations (over 100 days): see Figure 7.3(b). It was for this reason that in the older works the power law was deemed to be inapplicable for long-time creep.

It may be of interest to add that an improvement of data fits may be achieved by the so-called log-double power law which asymptotically coincides for short load durations with the double power law and for long load durations tends to straight lines in $\log(t - t')$ which have the same slope for all $t'$ (work in progress by J. C. Cherni, Northampton University).

To be able to fit the creep test data up to many years duration the elastic term ($1/E_n$ in Equation (7.5)) must be taken as the true instantaneous value, i.e., as the left-hand side horizontal asymptote on the log-scale, and the exponent then turns out to be around 1/8. The double power law then acquires an extraordinarily broad range of applicability. It agrees reasonably
well with the known data for creep up to 30 years' duration and at the same time it describes very well the test data for load durations under one day and as short as 1 s. It even gives approximately correct values for the dynamic modulus $E_{dy, m}$ when one substitutes load duration $t - t' = 10^{-7}$ day. The conventional elastic modulus, along with its age dependence, may be considered as the value of $1/J(t, t')$ for $t - t' = 0.001$ day, for which Equation (7.5) yields:

$$E(t') = \frac{E_0}{1 + \phi_1(t'' - t')} \phi_1 = 10^{-3n} \phi_1 \quad (7.7)$$

However, the value obtained by substituting $t - t' = 0.1$ day agrees better with the ACI formula ($E = 57,000 \sqrt{f_p}$).

Since four parameters ($E_0, m, \alpha, \phi_1$) are needed to describe the age dependence of the elastic modulus, there is only one additional parameter, namely the exponent $n$, which suffices to describe creep. This makes the double power law simpler than any other known formula for creep.

Many other expressions for the compliance function have been proposed. Ross and Lorman proposed a hyperbolic expression $C(t, t') = t/(a + bt)$, $t = t - t'$, which is convenient for fitting of test data but is unfortunately inapplicable to long creep durations. Hanson proposed a logarithmic law, $C(t, t') = \phi(t') \log (1 + t)$, which does not approach any final value and gives good predictions for long creep durations but for short durations is not as good as the double power law. Mörsch proposed the expression $C(t, t') = \phi [1 - \exp (-bt^{1/2})]^{1/2}$ and Branson et al. proposed the expression in Equation (7.13) in the sequel; these exhibit a final value. The expressions of Ross and Mörsch work better for creep at drying which we discuss in the next section. McHenry, Maslov, Arutyunian, Bresler and Selma, Selma, and Mukadam used a sum of exponentials of $t - t'$ with coefficients depending on $t'$. Such expressions can be closely adapted to any test data and we will discuss these in Section 7.4.1.

Various expressions have been introduced with the particular purpose of enabling a certain simplified method of creep structural analysis. These include the expressions of Whitney, of Glenville and Dischinger, England and Illston, and Nielsen, which lead to the rate-of-creep (Dischinger's) and rate-of-flow methods for structural analysis and will be mentioned later, and other expressions.

The double power law exhibits a certain questionable property which was recently discussed in the literature. It is the property that the creep curves for different ages $t'$ at loading diverge after a certain creep duration, i.e., there exists a time $t - t' = t_0$ (function of $t'$) after which the difference between these curves increases while up to this time it decreases (Figure 7.4). This property, which is shared with the ACI creep expression but not with that in the CEB-FIP Model Code, is equivalent to the condition that $\partial^2 J(t, t')/\partial t \partial t'$ changes sign from positive to negative (it is non-negative if there is no divergence). One objection was that the creep recovery curves obtained by principle of superposition do not have a decreasing slope at all times if the creep curves exhibit the divergence property. This argument is however unrealistic because the principle of superposition cannot be applied to creep recovery (Section 7.3.1). Further it was thought that the divergence property might violate the second law of thermodynamics but it was proven that this is not so. So, whether the divergence property is real depends strictly on experimental observations. The evidence from test data is ambivalent; some exhibit the divergence, many do not. It could be that the divergence property is due to some non-linear effect, in which case it would not belong to function $J(t, t')$.

Finally, we should indicate how the thermal strain is determined. Although the deformations due to changes in temperature and moisture content are in reality coupled, we may reasonably well calculate the thermal strain as

$$\varepsilon_T = \int_{T_0}^{T} \alpha(T) dT$$

where $T_0$ is the initial reference temperature, $T$ the current temperature, and $\alpha(T)$ the coefficient of thermal expansion at temperature $T$. Approximately, $\alpha(T)$ may be considered to be constant (usually $\alpha = 10^{-5} \text{C}^{-1}$), and independent of moisture content and age. Then $\varepsilon_T = \alpha(T - T_0)$.

### 7.2.6 Cross-section behaviour during drying

Concrete as initially cast is wet, with pore humidity 100%. After a certain initial moist treatment period, usually 7 to 14 days, most concrete structures (except for those sealed by an impervious liner) are exposed to the environment and dry gradually. The drying process is very slow. If concrete does not crack and is of good quality, it takes over 10 years for the pore humidity at mid-thicknesses of a 6-inch slab to approach that of the environment. For other thicknesses, the drying times are proportional to square of the thickness. This gives a drying time of about 1 year for a 2-inch shell, and of 360 years for a 3 ft slab (if it does not crack). In very thick uncracked structures (mass concrete) there is no significant drying except for up to about 1 foot from the surface. (These times, however, become much shorter if concrete is heated over 100%).

Drying is the cause of most of the shrinkage and it also profoundly affects creep. Shrinkage is larger for a lower environmental humidity and for a smaller size of cross section. It also decreases as the age of concrete (or the degree of hydration) at the start of drying increases, and as the moist period extends. Regarding the intrinsic factors, shrinkage increases with an
increase in water/cement and cement/aggregate ratios of concrete mix and with a decrease in concrete strength. As for the effect of drying on creep, generally a strong increase of creep, compared to sealed specimens, is observed. This phenomenon is called the drying creep or Pickett effect.\(^{148}\) (For test data see Neville and Dilger,\(^{145}\) Ali and Kesler,\(^{4}\) Troxell,\(^{177}\) Keeton,\(^{111}\) L’Hermite and Mamillan\(^{122,123}\) Weil,\(^{183}\) Rüscher,\(^{161}\) Ishai,\(^{105}\) Wagner,\(^{182}\) Kesler,\(^{113}\) Lambotte,\(^{117}\) LeCamus,\(^{119}\) and others.)

Certain constitutive relations that govern creep at drying have been proposed on a speculative theoretical basis (e.g. Bažant).\(^{94}\) However, they are considerably more complicated and, thus far, more weakly supported by experiment than those for constant pore humidity, even though the available test data have been successfully fitted.\(^{52}\) The determination of constitutive relations in the presence of drying is hampered by the fact that for nearly all available creep and shrinkage tests the cross section has been in a highly non-uniform moisture state (Figure 7.5), with totally different shrinkage and creep strains at the core and the surface layer of the specimen. It is certain that this non-uniformity must lead to large internal stresses which cause non-linear triaxial behaviour and microcracking,\(^{52}\) with microcracks probably so fine that they cannot be seen by the unaided eye. It was shown\(^{52}\) that these phenomena have a very large effect on observed creep of drying specimens. More recently it has been proposed\(^{195}\) that nearly all of the increase of creep due to drying might be due to microcracking. We will return to this question in Section 7.6.

What is presently available for long-time deformations at drying are semi-empirical formulae that indicate the overall or mean shrinkage and creep of the cross section of a test specimen. We will outline them in this section. These formulae, however, cannot be considered as a constitutive property, i.e. a point (or local) property of concrete as such. The so-called unrestrained (or free) shrinkage and creep at various points of the cross section is no doubt rather different from the behaviour indicated by such formulae. Nevertheless, in view of the uncertainties and complexities that characterize the presently available constitutive relations at drying, the use of these formulae as constitutive relations may be justified at present for the purpose of cruder calculations aimed at determining just the internal force resultants within the cross section. The distributions of stresses due to drying, however, cannot be determined by such calculations. It should also be realized that applying the same mean creep properties to both bending and axial deformation cannot be correct since the response of concrete in the core, which dries later, has almost no effect on bending while it affects the axial deformation.

Drying is a diffusion process and, as test data confirm, the evolution of pore humidity and water content distributions in time can be reasonably well calculated from a non-linear diffusion equation.\(^ {37}\) Based on this equation it appears (see Section 7.6.4, Equations (7.105)–(7.107)), that the drying times are proportional to the square of the size when geometrically similar bodies are compared (Figure 7.6). The same is true of shrinkage since the free shrinkage strain appears to be a function of pore water content which, in turn, is a function of pore humidity. In practice, the size-square dependence is not exact, being spoiled by the effects of continuing hydration and microcracking, but it agrees with measurements quite well.

Using these results of the diffusion theory, we may express the mean shrinkage of the cross section as \(^{42,43,44}\)

$$\tilde{\varepsilon}_S(t, t_0) = \varepsilon_{sh} k_h S(\theta)$$ \hspace{1cm} (7.9)

where

$$\theta = \frac{t - t_0}{\tau_{sh}} \quad \tau_{sh} = c_s \left( \frac{k_h D}{C_1} \right)^2$$ \hspace{1cm} (7.10)

Here \(\tau_{sh}\) is the shrinkage square half-time (i.e. the time in which the square of shrinkage strain reaches about 1/2 of its final value); \(\varepsilon_{sh}\) is the final shrinkage at humidity \(h_e\).

![Figure 7.5](image)

**Figure 7.5** Typical distributions of pore humidity at various times during drying; (b) free shrinkage and creep at various points of cross section; (c) internal stresses

![Figure 7.6](image)

**Figure 7.6** Effects of size and ambient humidity in mean shrinkage of cross section
(empirically \( k_h = 1 - h^2 \)); \( S(\theta) \) is a function giving the evolution of shrinkage in non-dimensional time \( \theta \); \( t_o \) is the age at the start of drying; \( C_1 \) is drying diffusivity of concrete at the start of drying (10 mm\(^2\)/day in order of magnitude); \( k_S \) is the parameter of cross-section shape which can be calculated from the diffusion theory (\( k_S = 1 \) for slab, 1.15 cylinder, 1.25 square prism 1.30 sphere 1.55 cube); \( D \) is the effective thickness of cross section (in mm), defined as \( D = 2v/s \), where \( v \) is the volume and \( s \) is the surface area exposed to drying (for a slab, \( D \) represents the actual thickness); and \( c_s \) is an empirical constant (\( = 0.267 \) mm\(^2\)). Because non-linear diffusion theory does not permit simple solutions, an empirical expression, namely \( S(\theta) = [1 + \tau_{sh}(t - t_o)]^{-1/2} \), is used.\(^{43,44}\)

The temperatures of effecting \( T \) and of the age at the start of drying on shrinkage may be described by means of diffusivity and have the form \( C_1 = C_0 k_4 k_6 \), where \( C_0 \) is a constant, \( k_4 \) is an empirical function of age \( t_0 \), and \( k_6 \) is a function of temperature which may be based on activation energy theory.

Two examples of a comparison between calculated shrinkage curves (for different cylinder diameters and different environmental humidities) and test data from the literature are given in Figure 7.7. Figure 7.5 illustrates the effect of a change in environmental humidity, \( h_e \), which causes a vertical scaling of shrinkage ordinates, and the effect of changing the size from \( D_0 \) to \( D \), which does not cause a vertical scaling but a horizontal shift of the shrinkage curve in log-time scale (the shift is by the distance \( 2 \log(D/D_0) \), because \( \theta = \log(t - t_o) + 2 \log D + \text{constant} \) (see Figure 7.6). In some other practical formulae,\(^{5,59,64,65,66,67,68,69,70}\) the size effect on shrinkage is handled by scaling the ordinates. This disagrees, however, with the diffusion theory, is not supported by measurements, and leads to underprediction of long-time shrinkage for thick structural members (Figure 7.6(c)). The thickness-square dependence of shrinkage times is the simplest and most essential property of shrinkage.

It must be emphasized that the constitutive relation for the free (unrestrained) shrinkage as a local (point) property is doubtless rather different from Equations (7.9) and (7.10). The specimen size and environmental humidity are not local state variables of a continuum and are therefore inadmissible for a constitutive equation. The free shrinkage is not a function of time but of the specific water content (or pore humidity), the dependence of which on time is not a constitutive property of the material but results from the solution of a boundary value problem. The only dependence on time which is constitutive (local) in nature is that on the degree of hydration (aging).

Direct measurement of the free shrinkage requires lowering the environmental humidity gradually and so slowly that the humidity distribution within the specimen would remain almost uniform.\(^{212}\) Such tests have been made for cement paste tubular specimens 1 mm thick,\(^{214}\) but for large specimens the test times become impossibly long. Since microcracking, tensile non-linearity, and creep due to shrinkage-induced stresses reduce the observed shrinkage of a specimen, the free shrinkage is certain to be significantly higher than the final values observed in standard tests (Equation (7.9)).

The mean compliance function \( \tilde{J}(t, t') \) of the cross section in the presence of drying may be expressed approximately as:\(^{45}\)

\[
\tilde{J}(t, t') = J(t, t') + \tilde{C}_d(t, t')
\]  

(7.11)

where \( J(t, t') \) is the compliance function for constant pore humidity, as given in Section 7.2 (e.g. Equation (7.5)), and \( \tilde{C}_d(t, t') \) is the mean additional compliance due to drying (with the indirect effect of simultaneous shrinkage) (Figure 7.8).

For a lower humidity, the drying is more severe, and thus the drying creep term increases as the environmental humidity decreases. When the size tends to infinity, there is no drying in the limit. So the drying creep term \( \tilde{C}_d \) must decrease with increasing size and approach zero as the size tends to infinity. Some practical models\(^{5,59,60}\) disregard this condition.

Since drying follows the size-square dependence, the same should be
expected of the drying creep term. So, we may write, in analogy to Equations (7.9) and (7.10) for shrinkage,

$$ \tilde{C}_d(t, t') = \frac{f_0(t')}{E_0} k_h S(\theta) \quad \theta = \frac{t - t'}{\tau_{sh}} $$

(7.12)

where $\tau_{sh}$ is the shrinkage-square half-time (same as in Equation (7.10)) $t - t' =$ duration of load; $k_h$ is an empirical function of environmental humidity ($k_h = 1 - h^{1.5}_d$); $S(\theta)$ is an empirical function of $\theta$ similar to $S(\theta)$; $f_0(t')$ is a decreasing empirical function of age at loading $t'$. (For detailed expressions and justification, see Bažant et al.\textsuperscript{42,43}.) An important property of Equation (7.12) is that the drying creep term is similar to shrinkage, thus reflecting the fact that shrinkage affects creep and is not simply additive to creep, as the experimentalists have always been emphasizing.

An essential feature is that the size-square dependence is embodied in Equation (7.12). A change in size causes a horizontal shift of the curve for the drying creep term in log-time scale, and superimposing this term on the basic creep, $J(t, t')$, we may imagine the drying term curve to slide on top of the basic creep curve as shown in Figure 7.8. A change of environmental humidity, on the other hand, causes a vertical scaling of the ordinates of this term. In this manner, many different shapes of the creep curves can be generated.

This property is not reflected in the older formulae in which both the humidity and size effects are handled by a multiplicative factor, i.e. vertical scaling of the creep curve. This then leads to underprediction of long-time creep for very thick structural members, and overprediction for very thin ones (like in Figure 7.6).

The fact that the slope of creep curves in log-time, as observed in drying environment, begins to decrease after a certain period of time (depending on the size) appears to be due solely to the drying creep term. From this we may not, however, infer that the creep curves approach a finite value since the basic creep term does not approach one.

### 7.2.7 Practical prediction of creep and shrinkage

To perform a finite element analysis of time-dependent behaviour, suitable analytical expressions must be selected for creep and shrinkage. Since the experimental data for the particular structure to be analysed are usually lacking and are always incomplete, functions $J(t, t')$ (or $\tilde{J}(t, t')$) and $\tilde{e}_d(t)$ to be used in the analysis of a particular structure must be predicted from various influencing factors known in advance. The selection of functions should satisfy the following criteria:

1. The functions must first of all accurately fit the available experimental data for concretes of the type considered and take into account all important factors (age, temperature and its variations, environmental humidity and its variation, size and shape of cross section, and curing conditions and their duration).

2. The undetermined coefficients of the functions should be relatively easy to evaluate from the available experimental or empirical data.

3. The functions should be sufficiently simple to make the numerical evaluation in the program straightforward and efficient.

The last two requirements, i.e. the requirements of simplicity, are certainly not as stringent for finite element analysis as they are for simpler hand calculations. Generally the effort spent on determination of material properties should be commensurate to that devoted to the analysis itself. Since inaccuracies in material characterization usually cause the most serious error in the results of finite element analysis, it clearly makes no sense if the analyst spends, say, only 4 hours on determining the function $J(t, t')$ and then spends one week in getting the finite element solution based on this function. He should spend an equal time on both.

Several practical models for predicting creep and shrinkage properties for a particular concrete and environmental conditions have been developed. They differ in their degree of accuracy and simplicity, and usually one of these must be traded for the other. There exist principally three comprehensive models for the analyst to choose from:

1. Model of ACI Committee 209,\textsuperscript{58-60}
2. Model of CEB-FIP Model Code\textsuperscript{68} (Rüsch et al.\textsuperscript{162}).
3. Bažant and Panula's Model (BP Model), either its complete version\textsuperscript{43} or its simplified version.\textsuperscript{45}

The ACI Model is the simplest one, while the BP Model is the most comprehensive one, being applicable over the broadest time range (of $t$, $t'$, and $t_0$) and covering a number of influencing factors neglected by the other
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The BP Model was obtained by computer analysis and fitting of 80 different data sets on different concretes from different laboratories (over 800 creep and shrinkage curves involving about 10,000 data points). Based on this unusually large (computerized) data bank, the 90% confidence limits (i.e. the relative deviations from the mean having a 5% probability of being exceeded on the plus side, and 5% on the minus side) were found for the BP Model to be $\omega_{90} = \pm 31\%$. For the ACI Model, comparison with the same data indicated $\omega_{90} = \pm 63\%$, and for the CEB-FIP Model $\omega_{90} = \pm 76\%$. This superiority of the BP Model is obtained in spite of the fact that the data set used to obtain these numbers did not include the temperature effects (which the BP Model also describes well), and that the majority of test data used for comparison pertained to small size specimens and to a limited time range (i.e. $t - t'$ from one week to one year and $t'$ from one week to six months), which the ACI and CEB-FIP Models describe better than large specimens or long times. For very long creep durations (> 10 years), for very high or very small ages at loading (> 10 years, < 10 days), for thick specimens (> 30 cm), and for the final slopes of creep curves, which matter for extrapolation, the comparison is even more favorable to the BP Model.

However, for drying creep, the confidence limits of the BP Model ($\omega_{90} = \pm 29\%$) are not much better than those of ACI Model ($\pm 42\%$) and especially the CEB-FIP Model ($\pm 32\%$). These two models are of course intended mainly for not too massive structures in a drying environment.

The magnitude of error for all existing models is large and there is no doubt much room for improvement. The greatest part of the errors results from the effects of composition of concrete. This is documented by the fact that prediction errors are greatly reduced when the initial elastic deformation or one short-time shrinkage value is measured. Finite element analysis hardly makes sense if the error in $J(t, t')$ exceeds 20%, and so availability of some short-time tests is a requirement for practical applications. Note also that preferable are creep prediction formulae which can be easily calibrated from given short-time values.

At present no consensus on the proper form of the compliance function $J(t, t')$ or $\bar{J}(t, t')$ has yet been reached. Much of the disagreement is due to the great statistical scatter of available test data, and even more perhaps due to the fact that a linear theory is used for a phenomenon which is not really linear, i.e. necessitates a non-linear theory. A linear theory can be adequate only within a limited range, and specialists still disagree as to what is this range, in particular what is the type of tests to be used for determining the compliance function for a linear theory. Some include only creep or relaxation tests for all ages at loading, which alone define the compliance function completely, while others include information from creep recovery tests (without analysing them by a non-linear theory) at the expense of represent-
two models. It should be remembered that all three models are at least partially empirical (albeit to various extents) and are all based on the fitting of data obtained in certain laboratory controlled tests. Attempts at verification by measurements on structures have so far been inconclusive due to the difficulties in sorting out various influencing factors, which are much more numerous than in laboratory tests.

(I) **ACI Model**. Based on the works of Branson et al., ACI Committee 209 recommended the expressions:

\[
\bar{J}(t, t') = \frac{1}{E(t') \left(1 + \frac{(t-t')^{0.6}}{10 + (t-t')^{0.6}} C_u \right)} \bar{\varepsilon}_s(t, t_0) = \frac{t-t_0}{f_c + (t-t_0) \varepsilon_c^u}
\]

(7.13)

in which \(t'\) is the age at loading in days, \(t\) is the current age in days, \(t_0\) is the age of concrete in days at the completion of curing; \(f_c\) is a constant; \(C_u\) is the ultimate creep coefficient, defined as the ratio of the (assumed) creep strain at infinite time to the initial strain at loading; and \(\varepsilon_c^u\) is the ultimate shrinkage strain after infinite time. Coefficients \(C_u\) and \(\varepsilon_c^u\) are defined as functions of environmental humidity, minimum thickness of structural member, slump, cement content, percent fines, and air content; see Section 7.7.1.

(II) **CEB-FIP Model**. According to the CEB-FIP Code, the expressions for the mean compliance function and the mean shrinkage of cross section of a structural member have the basic form

\[
\bar{J}(t, t') = \frac{\phi_i \beta_i (t-t') + \phi_s \beta_s (t-t')}{E_{c28}}
\]

(7.14)

\[
\bar{\varepsilon}_s(t, t_0) = \frac{\bar{\varepsilon}_s(t, t_0)}{\beta_s (t-t_0) - \beta_s (t_0)}
\]

(7.15)

in which \(E_{c28}\) is the elastic modulus of concrete at age 28 days; \(\phi_i = 0.4; \phi_s\) is a coefficient depending on environmental humidity and effective thickness of member, \(\beta_i\) and \(\beta_s\) are functions of time and effective thickness, \(\beta_s\) is a function of load duration \(t-t'\); \(F_i(t')\) is a function of age at loading (= sum of instantaneous strain and initial creep strain over a period of several days). These functions are defined by graphs consisting of 16 curves. (The use of graphs is however not too convenient for computer programming.)

(III) **BP Model**. The basic form of this model utilizes Equations (7.5) and (7.9)–(7.12) which ensue from the diffusion theory and activation energy theory, as already explained. The coefficients in these equations were expressed by empirical formulae determined from test results; see Section 7.7.3. For the case of drying, these formulae are relatively complicated, which is, however, at least partly due to consideration of unusually many influencing factors and a very broad range of applicability. A program for computer evaluation of the BP Model or its fitting to given data is available (see full program listing in Ref. 199).

7.2.7.1 **Comparison of existing models**

The BP Model and the ACI Model have in common, for basic creep, the product form of the compliance function, in which a function of the age at loading multiplies a function of the stress duration. In the ACI Model, however, the multiplicative factor \(C_u\) introduces not only the effect of age at loading but also the effect of humidity and size. This is very simple but not quite realistic because the diffusion theory leads to a different form of the size effect, as mentioned before (translation in log-time rather than scaling of the ordinates). The same deficiency characterizes the ACI shrinkage formula (Equation (7.13)).

Likewise, the CEB-FIP Model does not follow the size effect of the diffusion theory. In this model, the basic form of \(\bar{J}(t, t')\) is based on the idea of reversibility of deformation. The second term in Equation (7.14) is considered to represent the so-called 'reversible' (or delayed elastic) creep, and the last term the so-called 'irreversible' creep. It must be noted, however, that in the case of aging the concept of a reversible creep component lacks theoretical (thermodynamic) justification because this component cannot be defined uniquely (only reversible creep increments can).

The fact that in the CEB-FIP Model the so-called 'reversible' component of \(\bar{J}(t, t')\) was calibrated by fitting the creep recovery curves obtained from the superposition principle to recovery test data is also questionable because linear superposition does not hold in case of unloading, as has been conclusively demonstrated by tests (ref. Section 7.3.1). The domain of approximate validity of the principle of superposition includes only non-decreasing strain histories within the service stress range. Thus, only the creep curves for various ages at loading and the relaxation curves belong to this domain and are suitable for calibrating the compliance function.

The fact that the second term in Equation (7.14) is assumed to be independent of \(t'\) and the last one independent of \(t-t'\) has also been questioned, on the basis of test data. Another aspect which was criticized on the basis of test data is that the humidity and size influences in Equation (7.14) appear only in the irreversible term, and that the size effect in the shrinkage term does not correspond to diffusion theory.

The BP Model is the only one which involves the influence of temperature. It gives this influence for shrinkage, basic creep, and drying creep. It also gives the effect of the load cycling (pulsation), the effects of the delay of the start of loading after the start of drying, the time lag of loading after heating, the decrease of creep after drying, swelling in water, autogenous shrinkage of sealed concrete, etc. The price paid for this broader range of applicability is larger complexity. The BP Model differs from the ACI and CEB-FIP Models also by the absence of a final (asymptotic) value of creep. We have already commented on this aspect.
7.3 LINEAR CONSTITUTIVE RELATIONS WITH HISTORY INTEGRALS

7.3.1 Principle of superposition

Due to creep, shrinkage, and temperature changes, the stresses in structures normally vary significantly in time even if the loads are constant. Thus, the foregoing exposition of material behaviour under constant stress must be extended to formulate a constitutive equation valid for arbitrarily variable stresses or strains. This task is simplified by the fact that, within the range of service stresses (up to about 1/2 of the strength) and with the exception of decreasing strain, concrete may be approximately treated as a linear material, precisely an aging linear viscoelastic material, the theory of which rests on the principle of superposition. The linearity property simplifies structural analysis, while the aging complicates it greatly.

The principle of superposition, which is equivalent to the hypothesis of linearity, states that a response to a sum of two stress (or strain) histories is the sum of the responses to each of them taken separately. According to this principle, the strain due to any stress history $\sigma(t)$ may be obtained by regarding the history as the sum of increments $d\sigma(t')$ applied at times $t' \in (0, t)$ and summing the corresponding strains which equal $d\sigma(t') J(t, t')$ according to Equation (7.2) (Figure 7.9(a)). This yields

$$\varepsilon(t) = \int_0^t J(t, t') \, d\sigma(t') + \varepsilon^0(t) \quad (7.16)$$

in which $\varepsilon^0(t)$ is the stress-independent strain (shrinkage plus thermal strain). Equation (7.16) represents the uniaxial constitutive equation which relates general histories of uniaxial stress $\sigma$ and strain $\varepsilon$. The integral in this equation should be understood as the Stieltjes integral, the advantage of which is that it is applicable even for discontinuous stress histories. If $\sigma(t)$ is continuous one has $d\sigma(t') = [d\sigma(t')/dt'] \, dt'$, which yields the usual (Riemann)
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Figure 7.9 Representation of arbitrary strain history by: (a) stress increments; (b) stress impulses

integral. (The principle of superposition was stated in the works of Boltzmann for non-aging materials and Volterra for aging materials.)

Measurements agree with the principle of superposition very closely under the following conditions:

1. The magnitude of stresses is below about 40% of the strength, i.e. within the service stress range.
2. The strains do not decrease in magnitude (but the stresses can).
3. The specimen undergoes no significant drying during creep.
4. There is no large increase of the stress magnitude late after initial loading (cf. Section 7.5.2).

Violation of the last condition causes less error than any of the first three conditions, and so this condition may be dropped in cruder analysis. Condition (2) is very important and excludes, in particular, the creep recovery after unloading, for which the principle of superposition predicts far too much recovery (often twice the observed amount). Some investigators proposed modification of the creep function to predict recovery while keeping the assumption of linearity of creep theory. Such efforts are doomed, however, since one loses more than one gains, sacrificing close approximation of all other behaviour within the linearity range. Prediction of recovery and any response at decreasing stresses requires a non-linear theory (Section 7.5.2).

Drying that is simultaneous with creep is a major cause of non-linear dependence on stress. This is probably to a large extent caused by microcracking, cracking, and tensile non-linear behaviour for internal stresses induced by shrinkage and differences in creep. Nevertheless, due to the complexity of non-linear analysis, the principle of superposition is routinely used for structures exposed to a drying environment (such as regular climate conditions) and the mean cross-section compliance $J(t, t')$ is substituted for $J(t, t')$. We must however keep in mind that the results of such analysis can be greatly in error. The magnitude of the error is smaller for thicker members and also for prestressed members, since prestress reduces cracking. To eliminate cracking entirely, a large three-dimensional prestress (confinement) is required, which is rarely the case in practice except in spirally reinforced compressed members. However, adequate experimental data on the effects that prestress, confinement, and size have on the deviations from the principle of superposition (linearity) are not available at present.

It is interesting to observe that the proportionality property, which means that if stress history $\sigma(t)$ produces strain history $\varepsilon(t)$ then stress history $k\sigma(t)$ produces strain history $k\varepsilon(t)$, appears to have a broader applicability than the principle of superposition, being verified reasonably well for all loading that meets conditions (1) and (3) but not necessarily (2) and (4). To model
this, a non-linear integral-type constitutive relation with a singular kernel seems to work (see Section 7.5.3).

Substituting \( \sigma(t') = \sigma(t', t) \) and integrating by parts, we may transform Equation (7.16) to the following equivalent form:

\[
e_i(t) = \frac{\sigma(t)}{E(t)} + \int_0^t L(t, t') \sigma(t') \, dt' + e_0(t)
\]

(7.17)

in which \( L(t, t') = -J(t, t') \sigma(t') \). Geometrically, this equation means that we decompose the stress history into vertical strips and consider each strip as an impulse function (Figure 7.9(a)). The magnitude of each impulse is \( \sigma(t') \) (area of the strip) and its stress response is \( L(t, t') \sigma(t') \). Thus, \( L(t, t') \) represents the strain at time \( t \) caused by a unit stress impulse (Dirac \( \delta \)-function) at time \( t' \) (\( t' \approx t \)), and is called the stress impulse memory function.

Another useful relation is obtained by differentiating Equation (7.16):

\[
\dot{e}(t) = \frac{\dot{\sigma}(t)}{E(t)} + \int_0^t \frac{\partial J(t, t')}{\partial t} \, d\sigma(t')
\]

(7.18)

where superimposed dots denote time derivatives. The integral gives the creep contribution to the strain rate.

### 7.3.2 Stress relaxation and superposition

The variation of stress at constant strain is called relaxation. It is characterized by the relaxation function, \( R(t, t') \) (also called relaxation modulus), which represents the uniaxial stress \( \sigma \) at time \( t \) (age) caused by a unit constant strain imposed at time \( t' \). The typical relaxation function is plotted in Figure 7.10. The response to a general strain history may then be expressed using the principle of superposition. Any strain history may be imagined to consist of small strain increments \( de(t') \) introduced at times \( t' \), each of which can be regarded as a horizontal strip, similarly to Figure 7.9(a). The stress caused by each of them is \( R(t, t') \, de(t') \). Summing all these stresses, and subtracting the shrinkage increments \( de^o(t') \) since by definition they produce no stress, we have

\[
\sigma(t) = \int_0^t R(t, t')[de(t') - de^o(t')]
\]

(7.19)

For a given stress history, Equation (7.16) represents a Volterra integral equation for the strain history \( e(t) \). By solving Equation (7.16) for stress at given unit constant strain imposed at various ages \( t' \) one may calculate the individual relaxation curves. All these curves together define the relaxation function. Conversely, by solving Equation (7.17) (also a Volterra integral equation) for strain at given unit constant stresses applied at various ages \( t' \), one may calculate the individual creep curves, which all together define the compliance function. So, the integral equations, (7.16) and (7.17), are equivalent; one is said to be the resolvent of the other. Of the kernels, \( J(t, t') \) and \( R(t, t') \), only one may be specified independently and the other one follows.

In absence of drying, the relaxation function obtained by solving Equation (7.19) from the measured compliance function usually agrees with relaxation measurements quite well (Figure 7.11).

The creep function may be converted to the relaxation function by solving the integral equation (Equation (7.16)). We may use for this purpose the step-by-step algorithm given in the next section, for which a simple program was published.\(^{22,100}\) There also exists a very good approximate formula\(^{34}\) valid for \( t - t' > 1 \)

\[
R(t, t') = \frac{1 - \Delta}{J(t, t') - J(t, t - 1) \left( J(t, t') + \Delta \right) - 1}
\]

(7.20)

in which \( \Delta = (t - t')/2 \), \( \Delta_0 = 0.008 \), and \( t - 1 \) means \( t \) minus 1 day. Compared to exact solution according to the principle of superposition, the error of this formula is normally (e.g., for double power law) within 1% of the initial value, i.e., within 0.01R(28 + 0.1, 28).

Instead of specifying the compliance function as we did in Section 7.2, the time-dependent behavior could, alternatively, be described in terms of the relaxation function.\(^{91,158,93,94,115,159,76}\) The main reason why this is not usually done is that creep tests are somewhat easier to perform than the relaxation tests. Besides, the relaxation function can be determined from the creep function.

This is well applicable, though only for creep without moisture loss, for which the conversion is indeed very accurate. At drying the relaxation function obtained by the principle of superposition from the creep tests may deviate significantly from relaxation measurements. In such cases it might be preferable to use a directly measured relaxation (rather than compliance)
function for the analysis of certain structural problems. These are the relaxation-type problems, such as the effects of a sudden differential settlement or certain types of stress redistribution in the structure for which stresses generally decline and strains are nearly constant.

### 7.3.3 Multiaxial generalization and operator form

The multiaxial generalization of all preceding relations can be easily determined assuming isotropy. It suffices to write stress–strain relations of the same form as the uniaxial ones separately for the volumetric and the deviatoric components of stress and strains. Thus, analogy to Equation (7.16) provides

\[
3\epsilon^V(t) = \int_0^t J^V(t, t') d\sigma^V(t') + 3\epsilon^0(t)
\]

\[
2\epsilon^D(t) = \int_0^t J^D(t, t') d\sigma^D(t')
\]

in which \(\epsilon^D = \epsilon^D - \delta_i^j\epsilon^V\) is the deviator of the strain tensor \(\epsilon^D\); \(\sigma^D = \sigma^D - \delta_i^j\sigma^V\) is the deviator of the stress tensor \(\sigma^D\); \(\delta_i^j\) is the Kronecker delta. \(\epsilon^V = \epsilon_{kk}/3\), \(\sigma^V = \sigma_{kk}/3\) (volumetric strain and stress). The subscripts refer to Cartesian coordinates \(x_i = x, x_j = y, x_k = z\) (i, j = 1, 2, 3) (and the summation rule is assumed). Functions \(J^V(t, t')\) and \(J^D(t, t')\) are the volumetric and deviatoric compliance functions which are related to \(J(t, t')\) as follows:

\[
J^V(t, t') = 6(1 - \nu)J(t, t')\quad J^D(t, t') = 2(1 + \nu)J(t, t')
\]

Here \(\nu\) is the Poisson ratio, which is in general also a function of \(t\) and \(t'\), but can be considered as approximately constant (\(\nu = 0.18\)). When, however, drying creep is considered and is described by means of cross-section mean compliance \(\overline{J}(t, t')\), then the corresponding mean Poisson ratio is quite variable and can drop to almost zero. Moreover, drying should also cause anisotropy, as a result of microcracking. (For test data on multiaxial creep see McDonald,124 York,125 Arthanari and Yu,126 Neville and Dilger,127 Meyer,128 Illston and Jordaan,129).

Equation (7.17), based on the relaxation function, and the impulse memory formulations such as Equation (7.21), may be generalized for multiaxial stress similarly.

The linear viscoelastic stress–strain relations of aging material can be also expressed in the form of differential rather than integral equations. This will be outlined in Section 7.4.2.

The constitutive relations may be written in the form

\[3\epsilon^V = K^{-1}\sigma^V + \epsilon^0\]

\[2\epsilon^D = G^{-1}\sigma^D\]

where \(K^{-1}\) and \(G^{-1}\) are Volterra integral operators which are of non-convolution type and can be manipulated according to the rules of
linear algebra. This is exploited in the extension of elastic-viscoelastic analogy to aging materials,\textsuperscript{120} which permits converting all equations of linear elasticity to analogous equations for creep.\textsuperscript{120,11-14}

7.3.4 Application of principle of superposition

A numerical step-by-step solution may be based on the principle of superposition. For this purpose time $t$ is subdivided by discrete times $t_{r}$ ($r = 0, 1, 2, \ldots$) into time steps $\Delta t_r = t_{r+1} - t_{r}$. Time $t_0$ coincides with the instant of first loading $t_0$. If there is a sudden change of load at time $t_0$, it is convenient for programming to use a time step of zero duration, i.e. set $t_{r+1} = t_r$ or $t_{r+1} = t_r + 1$ second (Figure 7.12). Often such a sudden load change occurs at the start, i.e. at $t_0$, and then we choose $t_1 = t_0$ and assume the load to be applied during the first interval $(t_0, t_1)$.

Under constant loads, the strains and stresses vary at a rate which decreases roughly as the inverse of time, and for this reason it must be possible to use increasing time steps $\Delta t_r$ (Figure 7.12). This is also necessary if long times (say $t - t_0 = 50$ years) should be reached in computation, and if the initial time step should be small. Computation is most efficient if we use time steps that are constant in the log $(t - t_0)$ scale, i.e. $(t_r - t_0)/(t_{r-1} - t_0) = constant$. Normally about 4 steps per decade in log-time suffice. The first step may usually be chosen as 0.1 day. If there is a sudden change of loading at some later time, one must begin again with small time steps and then increase the steps gradually as long as the load remains constant.

Using the trapezoidal rule, the error of which is proportional to $\Delta t^2$, Equations (7.21) may be approximated\textsuperscript{22,38} as

$$3\Delta t_r^v = \sum_{s=1}^{r-1} J s_{r,s-1/2} \Delta \sigma^v_s + 3\Delta e^0_r \quad 2\Delta t_r^d = \sum_{s=1}^{r-1} J s_{r,s-1/2} \Delta \sigma^d_{u_s}$$

(7.23)

where $\Delta \sigma^v_s = \sigma^v_s - \sigma^v_{s-1}$, $\Delta \sigma^d_{u_s} = \sigma^d_{u_s} - \sigma^d_{u_{s-1}}$, $\sigma^v = \sigma^v(t_0)$, etc.; subscripts $r, s$ refer to the discrete times $t_r, t_s$. For $J r_{r,s-1/2}$ one has two options; either one may take it as $(J r_{r,s-1/2})$ where $J r_{r,s-1/2}$ is a notation for $J r(t_r, t_s)$, or one may take it as $J r(t_r, t_{r-1/2})$ where $t_{r-1/2}$ denotes the middle of time interval $t_r - t_{r-1}$.

$$\Delta \sigma^v_r = 3 K_r^v (\Delta \sigma^v_r - \Delta \sigma^v_{r-1}) \quad \Delta \sigma^d_{u_r} = 2 G_r^d (\Delta \sigma^d_{u_r} - \Delta \sigma^d_{u_{r-1}})$$

(7.24)

in which

$$K_r^v = \frac{1}{J r_{r-1/2}^v} \quad G_r^d = \frac{1}{J r_{r-1/2}^d} \quad \text{for } r \geq 1$$

(7.25)

$$3\Delta e^v_r = \sum_{s=1}^{r-1} J s_{r,s} \Delta \sigma^v_s - 3\Delta e^0_r \quad 2\Delta e^d_r = \sum_{s=1}^{r-1} J s_{r,s} \Delta \sigma^d_{u_s} \quad \text{for } r \geq 2$$

(7.26)

$$\Delta \sigma^v_r = \Delta \sigma^v_{r-1} \quad \Delta \sigma^d_{u_r} = 0 \quad \text{for } r = 1$$

$$J r_{r,s-1/2} = J r_{r,s-1/2}^v - J r_{r,s-1/2}^d \quad J r_{r,s} = J r_{r,s-1/2} - J r_{r,s-1/2}$$

(7.27)

Since $\Delta \sigma^v_r$, $\Delta \sigma^d_{u_r}$ and $K_r^v$, $G_r^d$ can be evaluated from the values of the stresses before the current time $t_r$ their values are known before solving $\sigma$ and $\varepsilon$. Therefore, Equation (7.24) may be regarded as an incremental elastic stress-strain relation,\textsuperscript{22,34} with bulk modulus $K_r^v$, shear modulus $G_r^d$, and inelastic (initial) strains of volumetric and deviatoric components $\Delta \sigma^v_r$, $\Delta \sigma^d_{u_r}$. The incremental elastic stiffness matrix can be set up using $K_r^v$ and $G_r^d$. The creep analysis is thus reduced to a sequence of elastic analyses for the individual time steps. Each of them can be carried out by finite elements. Within each time step, the prescribed increments of loads and displacements must be considered.

Analogous equations may be written for uniaxial behaviour, e.g. for frame analysis.

Algorithms in which the integral from Equation (7.16) is approximated by the rectangle rule, yielding the sum $\sum J r_{r,s-1/2} \Delta \sigma$, instead of that in Equation (7.23), have been used in practice. However, they are not any simpler. Their error, being of first rather than second order in $\Delta t$, is larger and so more time steps (and more computer storage for the stress history) are required.

To gain an idea of accuracy, the convergence is illustrated in Table 7.1 which gives the values of $R(t, t_0)$ calculated from $J(t, t')$ by the above second-order algorithm (Equations (7.24)-(7.27)) as well as by the first-order algorithm mentioned before. Table 7.1 also gives the values of $J(t, t_0)$ calculated from $R(t, t')$ using a similar second-order algorithm based on Equation (7.19). The calculation of $R(t, t_0)$ was made for ACI compliance function, $t = 1035$ days, $t_0 = 35$ days, and discrete times $t = t_0 + [10\nu(m/0.1 \text{ days})]$; $r = 1, 2, 3, \ldots$; $m = \text{number of steps per decade}$. The calculation of $J(t, t_0)$ was made for $R(t, t')$ obtained by the formula in Equation (7.20)
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Table 7.1 Convergence of step-by-step method based on superposition

<table>
<thead>
<tr>
<th>Number m of steps per decade</th>
<th>2nd-order method</th>
<th>1st-order method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3532</td>
<td>0.3311</td>
</tr>
<tr>
<td>2</td>
<td>0.3592</td>
<td>0.3468</td>
</tr>
<tr>
<td>4</td>
<td>0.3618</td>
<td>0.3556</td>
</tr>
<tr>
<td>8</td>
<td>0.3630</td>
<td>0.3599</td>
</tr>
<tr>
<td>16</td>
<td>0.3635</td>
<td>0.3619</td>
</tr>
<tr>
<td>32</td>
<td>0.3637</td>
<td>0.3629</td>
</tr>
<tr>
<td>64</td>
<td>0.3637</td>
<td>0.3629</td>
</tr>
</tbody>
</table>

from double power law with $n = 0.14$, $m = 0.3$, $\alpha = 0.04$, $\phi_1 = 1$, and for $t_0 = 28$ days, $t = 10,028$ days, and discrete times $t = t_0 + [10^m(0.0001 \text{ day})]$. From the table we see that algorithms based on $R(t, t')$ or $J(t, t')$ are about equally accurate and that in order to keep the error below 1%, about 4 steps per decade suffice for the second-order method and 16 steps per decade for the first-order method.

It is interesting to note that the simple replacement of the impulse memory integral in Equation (7.17) with a sum is computationally less efficient and does not always produce a convergent step-by-step solution. It is partly for this reason that Equation (7.16) has recently been favoured over Equation (7.17) used in earlier works.\cite{1,10,16,20,124}

The foregoing type of algorithm based on the principle of superposition is effective and works well for small to medium size structural systems.\cite{102,201}

For large systems with many unknowns, however, the demands for computer storage as well as time become excessive. For each finite element one must store all the preceding values of all stress components, and at each time step one must evaluate long sums from these values. This requires a very large storage capacity, which normally must be met by peripheral storage. Numerous transfers to and from the peripheral storage at each time step then greatly prolong the running time. A decade ago these demands were forbidding and only medium-size structural systems could be solved (and at great expense) by the step-by-step methods based directly on the compliance function.\cite{134,169,164}

Today even large systems could be solved in this manner on the largest computers in existence. However, that would be wasteful. Far more effective methods have recently been developed, and we will discuss these in Section 7.4.

7.3.5 Age-adjusted effective modulus method

In case the structure is suddenly loaded at time $t_0$ and afterwards the loads are steady, the simplest method is to use a certain quasi-elastic stress–strain relation for the total increment from $t_0$, the time of first loading, to current time $t$. For uniaxial stress $\sigma_{11}$ this relation may be written as:

$$\Delta \varepsilon_{11} = \frac{\Delta \sigma_{11}}{E_{11}^t} + \Delta \varepsilon_{11}^e$$

where $\Delta \sigma_{11} = \sigma_{11}(t) - \sigma_{11}(t_0)$, $\Delta \varepsilon_{11} = \varepsilon_{11}(t) - \varepsilon_{11}(t_0)$, $\varepsilon_{11}(t_0) = \sigma_{11}(t_0)/E(t_0)$; and $E^e$ serves as the apparent elastic modulus for the increment, $\Delta \varepsilon_{11}^e$ is the inelastic strain increment, $\Delta \varepsilon_{11}^e$ is the shrinkage strain increment. One might think at first that a good estimate would be $\Delta \varepsilon_{11}^e = \Delta \varepsilon_{11}^e / E(t_0) + \Delta \varepsilon_{11}^e / E(t_0) + \phi(t, t_0)$, which is equivalent to Equation (7.28) if we set $E^e = E(t_0) / [1 + \phi(t, t_0)]$. However, comparisons with the exact solution of the integral equation shows that this value of $E^e$ is usually too high, and far too high when $t_0$ is great. A better estimate, actually far better in case of high $t_0$, is $\varepsilon(t) = \sigma(t) / E_{eff}$ with $E_{eff} = E(t_0) / [1 + \phi(t, t_0)]$ effective (sustained) modulus.\cite{126,200} This relation is obtained from Equation (7.28) when $E^e = E_{eff}$. The best estimate thus seems to be $E^e = E(t_0) / [1 + \chi \phi(t, t_0)]$ where $\chi$ is some coefficient between 0.5 and 1.0.

Calibrating the value of $\chi$ according to approximate but good results for $\Delta \sigma$ for the relaxation test (and neglecting the age dependence of $E(t)$), Trost\cite{174} obtained suitable approximate values of $\chi$, typically $\chi = 0.8$ to 0.9. Subsequently, an exact statement (a theorem) which underlies the effectiveness of this approach and applies also for age-dependent $E(t)$, was found.\cite{23}

Namely, if the strain history is linear in $J(t, t')$, i.e. of the form $\varepsilon(t) = \varepsilon_0 + c_1 J(t, t_0)$ (Figure 7.13), then the stress history is linear in $R(t, t_0)$, i.e. of the form $\sigma(t) = \sigma_0 + c_2 R(t, t_0)$, and Equation (7.28) is exact if

$$E^e = \frac{E(t_0) - R(t, t_0)}{\phi(t, t_0)}$$  

as proven by Baxani\cite{23} (see Section 7.7.5). The method is effective because the actual histories of stress and strain in structures under a steady load or a load which changes gradually at a decaying rate (shrinkage) are rather close to linear functions of $J(t, t_0)$ and $R(t, t_0)$.

![Figure 7.13 Strain histories expressed as a linear combination of the relaxation function](image-url)
$E^*$ is called the age-adjusted effective modulus. The term comes from the fact that in the absence of aging (or when $t_0$ is high) $E^*$ is nearly exactly equal to $E_{eff}$, which reveals that the difference between $E^*$ and $E_{eff}$ is almost entirely due to aging. For practical calculations of $E^*$, it suffices to use in Equation (7.29) the approximate expression for $R(t, t_0)$ according to Equation (7.20).

In case of multiaxial stress, Equation (7.28) may be generalized as

$$\Delta \varepsilon = \frac{\Delta \sigma^V}{3K^V} + \Delta \varepsilon^V \quad \Delta \varepsilon^D = \frac{\Delta \sigma^D}{2G^D} + \Delta \varepsilon^D$$  \hspace{1cm} (7.30)

with

$$\Delta \varepsilon^V = \frac{\sigma}{3K(t_0)} \phi(t, t_0) + \Delta \varepsilon^0 \quad \Delta \varepsilon^D = \frac{\sigma}{2G(t_0)} \phi(t, t_0)$$  \hspace{1cm} (7.31)

in which $K^V$ and $G^D$ are the bulk and shear moduli that correspond to Poisson’s ratio $\nu$ and Young’s modulus $E^*$ given by Equation (7.29); i.e., $3K^V = E^*/(1-2\nu)$, $2G^D = E^*/(1+\nu)$.

In the case where several steady loads or imposed deformations start at different times $t_0$, the effect of each of them may be analysed separately according to Equations (7.28) or (7.31) and the results may then be superimposed.

For applications see, e.g. Bažant, Carreira and Walser,\textsuperscript{30} Bažant and Najjar,\textsuperscript{38} Bažant and Panula.\textsuperscript{45}

### 7.4 LINEAR CONSTITUTIVE RELATIONS WITHOUT HISTORY INTEGRALS

#### 7.4.1 Degenerate kernel

The need for storing and using the complete history of stresses or strains may be eliminated if the integral-type creep law (Equations (7.16) or (7.19) or (7.21)) can be converted to a rate-type creep law, i.e. a creep law given by a system of first-order differential equations. It appears that this can always be done, not exactly but with any desired accuracy. The key is to approximate the kernel of one of the integral equations for the creep law (Equations (7.16) or (7.19) or (7.21)) by the so-called degenerate kernel, the general form of which is a sum of products of functions of $t$ and functions of $t'$. The form may be written as

$$J(t, t') = \sum_{\mu=1}^{N} \frac{1}{C_\mu(t')} - \sum_{\mu=1}^{N} \left[ B_\mu(t)/(B_\mu(t')C_\mu(t')) \right]$$

where $C_\mu$ and $B_\mu$ are functions of time. It is more convenient to denote $y_\mu(t) = -\ln B_\mu(t)$, in which case $B_\mu(t) = \exp \left[ -y_\mu(t) \right]$. Thus, the most general form of a degenerate kernel may always be written as

$$J(t, t') = \sum_{\mu=1}^{N} \frac{1}{C_\mu(t')} \left[ 1 - \exp \left[ y_\mu(t') - y_\mu(t) \right] \right]$$  \hspace{1cm} (7.32)

In previous works only the special case when

$$y_\mu(t) = t/\tau_\mu \quad (\mu = 1, 2, \ldots, N)$$  \hspace{1cm} (7.33)

has been considered. Constants $\tau_\mu$ are called the retardation times. Equation (7.32) then becomes

$$J(t, t') = \sum_{\mu=1}^{N} \frac{1}{C_\mu(t')} \left[ 1 - \exp \left[ -t/\tau_\mu \right] \right]$$  \hspace{1cm} (7.34)

This is a series of real exponentials, called the Dirichlet series (sometimes also called the Prony series).\textsuperscript{15} To represent the instantaneous (elastic) part of the compliance function, we choose very small first retardation time $\tau_1(\mu = 1)$, e.g. $\tau_1 = 10^{-9}$ day, which means that the first term of the series is nearly exactly $1/C_1(t')$ and represents the instantaneous compliance; then we have $C_\mu(t') = E(t')$. This is more convenient for computer programming than using in Equation (7.3) a separate instantaneous term which is not a part of the sum.

When plotted in log $(t-t')$ scale, the individual exponential terms in Equation (7.40) look like step functions with the step spread out over the period of about one decade (Figure 7.14(a)). Outside this decade on both left and right, each exponential term gives an almost horizontal curve. The point $t-t' = \tau_\mu$ is located roughly at the centre of the rise. The approximation of a creep curve by a sum of exponential curves (Equation (7.34)) may be imagined as shown in Figure 7.14(b). By passing horizontal strips and picking as $\tau_\mu$ the times at the centre of the rise for each strip, it is possible to obtain graphically a crude Dirichlet series approximation (i.e. the values of $E_\mu(t')$ for each chosen $t'$). From this graphical construction several salient properties become evident.

(1) The approximation is not unique, since various divisions in horizontal strips in Figure 7.14 can be used to approximate the same creep curve. In particular, various choices of $\tau_\mu$ must yield equally good results. Therefore, the values of $\tau_\mu$ must be chosen in advance. Attempting to calculate them, e.g. from a least-squares condition, leads to an unstable problem characterized by an ill-conditioned equation system and a non-unique solution.\textsuperscript{118}

(2) For the sake of simplicity, one can choose the same $\tau_\mu$ values for the

\textsuperscript{15} Hardy and Riesz,\textsuperscript{20} Lanczos,\textsuperscript{118} Cost,\textsuperscript{73} Schapery,\textsuperscript{100} Williams.\textsuperscript{187}
there exists explicit formulae \(^{26}\)

\[
\frac{1}{E_0(t')} = \begin{cases} 
\frac{1}{E_0} + a(n)\left(\frac{\tau_1}{0.002}\right)^n\Psi(t') & \text{for } \mu = 1 \\
\frac{1}{E_0} + b(n)\left(\frac{\tau_1}{0.002}\right)^n10^{n\mu-1}\Psi(t') & \text{for } 1 < \mu < N \\
1.2b(n)\left(\frac{\tau_1}{0.002}\right)^n10^{n\mu-1}\Psi(t') & \text{for } \mu = N 
\end{cases} 
\quad (7.37)
\]

in which the coefficients may be determined from Table 7.2. An explicit formula also exists when \(J(t, t') = \Psi(t')\log(t - t' + \text{constant})\); see Bažant and Wu\(^{51}\) or Bažant\(^{26,25}\).

Although the use of degenerate kernel permits conversion to a rate-type creep law, it does not eliminate all numerical difficulties. The reason is that the smallest retardation time \(\tau_\mu\) must be rather short, say three days, in order to represent the initial rapid creep adequately. With the usual step-by-step integration methods, however, the time step \(\Delta t\) must not exceed the smallest \(\tau_\mu\) for reasons of numerical stability and must be kept much less than this, say \(\Delta t = 0.1\) day, to assure sufficient accuracy. Then, however, an enormous number of time steps would be needed to reach the long-time solution for, say, 50 years of load duration. Yet small time steps \(\Delta t\) after 10 years of loading should not be required because all variables in case of steady loading vary very slowly that even with a one-year interval their change is small. So, it should be possible to increase the time step gradually from a small initial value, such as 0.1 day, to a large value, such as one year. There exist algorithms which enable this without causing numerical instability and loss of accuracy. These are the recursive exponential algorithms, and we will explain them later.

The choice of reduced times \(y_\mu(t)\) for the general degenerate kernel (Equation (7.32)) is still under investigation (J. C. Chen at Northwestern University). It appears that a suitable expression is

\[
y_\mu(t) = (t/\tau_\mu)^{q_\mu} \quad (\mu = 1, 2, \ldots, N) 
\quad (7.38)
\]

where \(q_\mu = \text{constants} (q_\mu > 0)\). Choosing \(q_\mu < 1\) obviously helps in representing the decline of the creep rate due to aging. Regarding the choice of

\[
\begin{array}{cccccccc}
\mu & 0 & 0.05 & 0.10 & 0.15 & 0.20 & 0.25 & 0.30 & 0.35 \\
n & 0.70 & 0.44 & 0.29 & 0.19 & 0.14 & 0.11 & 0.08 & 0.06 \\
\end{array}
\]

\[
\begin{array}{cccccccc}
\mu & 0.05 & 0.10 & 0.15 & 0.20 & 0.25 & 0.30 & 0.35 \\
a(n) & 0.70 & 0.44 & 0.29 & 0.19 & 0.14 & 0.11 & 0.08 \\
b(n) & 0.05 & 0.11 & 0.12 & 0.12 & 0.11 & 0.11 & 0.10 \\
\end{array}
\]

creep curves for all ages \(t'\) at loading, i.e. \(\tau_\mu\) can be considered to be constant without any loss in the capability to fit test data.

(3) The choice of \(\tau_\mu\) is however not entirely arbitrary. Since the rise of each exponential term spreads roughly over one decade, \(\tau_\mu\) values cannot be spaced more than a decade apart in \(\log(t - t')\) scale. So, the smallest possible number of exponential terms is obtained with the choice

\[
\tau_\mu = 10^{\mu - 2}\tau_2 \quad (\mu = 2, 3, \ldots, N) 
\quad (7.35)
\]

although the choice \(\tau_\mu = a^{\mu - 2}\tau_2\) with \(a < 10\) gives a somewhat better accuracy and smoother response curves.

(4) The values of \(\tau_\mu\) must cover the entire time range of interest. If we want to calculate the response from time \(\tau_{\min}\) until \(\tau_{\max}\) after load application, the smallest \(\tau_\mu\) (i.e. \(\tau_2\)) must be such that \(\tau_2 \leq 3\tau_{\min}\) and the last one such that \(\tau_N \geq 0.5\tau_{\max}\).

(5) To take aging into account accurately, the smallest \(\tau_\mu\) must be much less than the age of concrete, \(t_0\), when the structure is first loaded, i.e. \(\tau_2 \leq 0.1t_0\).

The functions \(C_\mu(t')\) may in general be identified from any given \(J(t, t')\) by a computer subroutine based on minimizing a sum of square-deviations from \(J(t, t')\). This subroutine is listed in Ref. 28. (However, do not take from Ref. 28 the subroutine that converts \(J(t, t')\) into \(R(t, t')\) since it contains two misprints; use the one from Ref. 22 or 199.) When the creep curves are given by \(J(t, t')\) as power curves, i.e.

\[
J(t, t') = \left[1 + \Psi(t')(t - t')^{\mu}\right]/E_0, 
\quad (7.36)
\]
retardation times, we should observe that function $1 - \exp[-y_{\mu}(t)]$ (Equation (7.32)) gives a step that spreads over a width of about one decade in $\log t$, rather than in $\log t$. So it is appropriate to require that the ratio of $\tau_{\mu}$ to $\tau_{\mu-1}$ would not exceed 10, $q_\mu$ being the larger of $q_\mu$ and $q_{\mu-1}$. This suggests the rule

$$\tau_\mu = 10^{1/\alpha} \tau_{\mu-1} \quad (\mu = 3, 4, \ldots, N)$$  \hfill (7.39)

Now we see that having exponents $q_\mu < 1$ has the advantage that times $\tau_\mu$ can be spread farther apart in $\log t$ scale, the farther apart the smaller is $q_\mu$. It appears that $q_\mu$ can be as small as 2/3 without impairing the representation of typical test data (as found by J. C. Chen). In that case we would need about 33% fewer $\tau_\mu$ to cover the same time range, which brings about a substantial reduction in storage requirements for internal variables $e_\mu$ as well as a reduction in computer time.

Similarly to Equation (7.34), the most general degenerate form of the relaxation function is

$$R(t, t') = \sum_{\mu = 1}^{N} E_\mu(t') \exp[y_\mu(t') - y_\mu(t)]$$  \hfill (7.40)

where $y_\mu(t)$ are reduced times defined again by Equation (7.33), except that $\tau_\mu$ are here called the relaxation times (rather than retardation times). So far, the reduced times have been always considered proportional to actual time $t$, as in Equation (7.33). Then we have the Dirichlet series expansion

$$R(t, t') = \sum_{\mu = 1}^{N} E_\mu(t') \exp[-(t-t')/\tau_\mu]$$  \hfill (7.41)

For the choice of $\tau_\mu$ the same rules hold as before, except that $\tau_1$ need not be very small, while $\tau_N = 10^9$ days, if the final creep value should be bounded. So we may set

$$\tau_\mu = 10^{1-\mu} \tau_1 \quad (\mu = 1, 2, \ldots, N-1)$$  \hfill (7.42)

Functions $E_\mu(t')$ may be crudely determined by a graphical procedure based on splitting the individual relaxation curves in horizontal strips (see Figure 7.14(c)). For accurate results, functions $E_\mu(t)$ may be identified by the method of least squares, for which an efficient subroutine is listed by Bažant and Asghari and a refined one is given in the program described by Bažant, Rossow and Horrigmo [46] and fully listed in Ref. 199. At first, however, the function $R(t, t')$ must be obtained from $J(t, t')$, as described in Section 7.3.4.

The plot of $E_\mu(t)$ versus $\log \tau_\mu$ is called the relaxation spectrum; its example is shown in Figure 7.15.

All that has been said of the uniaxial compliance or relaxation function also applies separately to volumetric and deviatoric compliance functions and relaxation functions.

A compliance function in the form of Dirichlet series was used by McHenry and Maslov and Arutyunyan, although for the purpose of converting the structural problem from integral to differential equations in time rather than for the purpose of avoiding the storage of history in a step-by-step solution. The latter advantage of degenerate kernel was first utilized by Selma and Bresler and Selma, but their algorithm did not allow increasing the time step beyond a fraction of the smallest retardation time. The exponential algorithm which admits arbitrary time step was first developed for non-aging materials; see Zienkiewicz and Watson, Taylor, Pister and Gourdeau and Mukaddam. The exponential algorithms for aging materials, based on degenerate forms of compliance as well as relaxation functions, were developed by Bažant and Wu. Other forms of exponential algorithms which differ in various details were developed by Kabir and Scordilia, Argyris et al., Pister et al., and Willam. They used their algorithms in large finite element programs. Smith, Cook and Anderson, Smith and Anderson, and Anderson, implemented Bažant's algorithm based on a degenerate form of the compliance function in the general purpose finite element program NONSAP. The same, but for a degenerate form of the relaxation function, was implemented in NONSAP by Bažant, Rossow, and Horrigmo.
In concluding the subject of Dirichlet series compliance or relaxation functions we should emphasize that they represent merely an approximation to the real creep law (e.g. power law), justified by computational convenience. The Dirichlet series involves too many empirical coefficients to accept it as the creep law per se. In organizing a versatile program, the creep properties should be input either in the form of the parameters of some of the creep laws explained in Section 7.2 or as numerical measured values of \(J(t, t')\) (and \(\varepsilon_0(t, t_0)\)). The former involves much fewer parameters for the input than the Dirichlet series. For example, for the double power law only five parameters need to be read on input to characterize all uniaxial creep, instantaneous deformation, and aging. The program should then automatically generate the parameters of the Dirichlet series (or of the rate-type formulation to be described next). The input of the finite element program by Bazant, Rossow, and Horrigmoe,\(^{46}\) fully listed in Ref. 199, is organized in this manner, with various options (see Section 7.7.4).

### 7.4.2 Rate-type constitutive relations

As already mentioned, the degenerate compliance function (Equation (7.32)) can be exploited to convert the integral-type creep law to a differential equation. Substituting Equation (7.32) into Equation (7.16), we may write the resulting expression for \(\varepsilon(t)\) in the form

\[
\varepsilon(t) = \sum_{\mu=1}^{N} \varepsilon_\mu(t) + \varepsilon^0(t) \tag{7.43}
\]

in which

\[
\varepsilon_\mu(t) = \int_0^t \frac{d\sigma(t')}{C_\mu(t')} - \gamma_\mu(t) = \exp[-\gamma_\mu(t)] \int_0^t \exp[\gamma_\mu(t')] \frac{d\sigma(t')}{dy_\mu(t')} \frac{dy_\mu(t')}{C(t')} \tag{7.44a,b}
\]

Now, expressing the derivatives \(d^2\varepsilon_\mu/dy_\mu\) and \(d^2\varepsilon_\mu/dy_\mu^2\), we may check by substitution that the \(\varepsilon_\mu\) always satisfy the following linear differential equations:

\[
\frac{d^2\varepsilon_\mu}{dy_\mu^2} + \frac{d\varepsilon_\mu}{dy_\mu} = \frac{1}{C_\mu(t)} \frac{d\sigma}{dy_\mu} \quad (\mu = 1, 2, \ldots, n) \tag{7.45}
\]

Furthermore, expressing the derivative \(d\gamma_\mu/dy_\mu\) from Equation (7.44), we may check that the \(\gamma_\mu\) always satisfy the differential equations:

\[
\frac{d\gamma_\mu}{dy_\mu} + \gamma_\mu = \frac{1}{C_\mu(t)} \frac{d\sigma}{dy_\mu} \quad (\mu = 1, 2, \ldots, n) \tag{7.46}
\]

\(\varepsilon_\mu\) and \(\gamma_\mu\) are related to \(\varepsilon\) by the differential equations

\[
\dot{\varepsilon} = \sum_{\mu} \dot{\varepsilon}_\mu + \dot{\varepsilon}^0 \quad \ddot{\varepsilon}_\mu = \frac{\dot{\sigma}}{C_\mu(t)} - \gamma_\mu \tag{7.47}
\]

One can further check that integration of Equation (7.45) yields Equation (7.44) for \(\varepsilon_\mu\), and integration of Equation (7.46) yields Equation (7.44b) for \(\gamma_\mu\). Thus the rate-type creep law given either by Equations (7.45) and (7.47) or by Equations (7.46) and (7.47) is equivalent to the integral-type creep law in Equation (7.16) with \(J(t, t')\) given by Equation (7.32). In Equations (7.45) or (7.46), functions \(\gamma_\mu(t)\) are treated as independent variables, analogous to time; so we may call \(\gamma_\mu(t)\) the reduced times. Obviously, \(\gamma_\mu(t)\) must be monotonically increasing functions of actual time \(t\).

The derivatives with respect to \(\gamma_\mu\) may be expressed in terms of time derivatives, substituting \(d\varepsilon_\mu/dy_\mu = \dot{\varepsilon}_\mu/\dot{\gamma}_\mu\), \(d^2\varepsilon_\mu/dy_\mu^2 = (\ddot{\varepsilon}_\mu - \dot{\varepsilon}_\mu \dot{\gamma}_\mu)/\dot{\gamma}_\mu^2\). Thus, Equation (7.45) becomes

\[
\ddot{\varepsilon}_\mu + \left(\frac{\dot{\gamma}_\mu - \dot{\gamma}_\mu^2}{\dot{\gamma}_\mu}\right) \dot{\varepsilon}_\mu = \frac{\dot{\gamma}_\mu}{C_\mu(t)} \frac{\dot{\sigma}}{\dot{\gamma}_\mu} \tag{7.48}
\]

The form of a rate-type constitutive relation may be interpreted in terms of a rheologic model consisting of springs and dashpots. For an aging material, the spring moduli \(E_\mu\) and dashpot viscosities are functions of age \(t\). Consider the Kelvin chain model in Figure 7.16(a), in which \(e_\mu\) denotes the strain of the \(\mu\)th Kelvin unit. Now, for an aging elastic response, we must realize that we cannot say that the stress in the spring is \(E_\mu(t)\varepsilon_\mu\); but we can say\(^{27,14}\) that the rate of the stress is \(E_\mu(t)\dot{\varepsilon}_\mu\) (see Section 7.5.1). The stress in the dashpot is \(\eta_\mu(t)\dot{\varepsilon}_\mu\) and its rate is \(\dot{\eta}_\mu(t)\dot{\varepsilon}_\mu\). So the rate of total stress in the \(\mu\)th Kelvin unit is \(\dot{\eta}_\mu(t)\dot{\varepsilon}_\mu + E_\mu(t)\dot{\varepsilon}_\mu\), which yields:

\[
\ddot{\varepsilon}_\mu + \frac{E_\mu(t) + \eta_\mu(t)}{\eta_\mu(t)} \dot{\varepsilon}_\mu = \frac{\dot{\sigma}}{\eta_\mu(t)} \tag{7.49}
\]

Note that this differential equation for \(\varepsilon_\mu(t)\) is of second order, while for a non-aging material it is of first order. To obtain \(J(t, t')\) for the Kelvin chain model, we need to integrate Equation (7.49) for the stress history \(\sigma = 1\) for \(t \geq t'\) and \(\sigma = 0\) for \(t < t'\), and using initial conditions \(\varepsilon_\mu(t') = 0\).
and $\dot{e}_\mu(t') = 1/\eta_\mu(t')$, we obtain

$$J(t, t') = \sum_{\mu=1}^{N} \int_{0}^{t'} \frac{1}{\eta_\mu(\tau)} \exp [f_\mu(\tau) - f_\mu(t)] d\tau \quad f_\mu(\xi) = \int_{0}^{\xi} \frac{E_\mu(\theta)}{\eta_\mu(\theta)} d\theta$$

(7.49a)

Equating the coefficients of Equations (7.49) and (7.48) we conclude that

$$\eta_\mu(t) = \frac{C_\mu(t)}{y_\mu(t)} \quad E_\mu(t) = C_\mu(t) - \frac{C_\mu(t)}{y_\mu(t)}$$

(7.50)

In particular, for $y_\mu = (t/\tau_\mu)^q$ (Equation (7.38)), we have

$$\eta_\mu(t) = \tau_\mu^q C_\mu(t) t^{1-q} \quad E_\mu(t) = C_\mu(t) - \tau_\mu^q \dot{C}_\mu(t) t^{1-q}$$

(7.51)

So we can always find a Kelvin chain model which is equivalent to the most general degenerate kernel. A more difficult question is whether the values of $\eta_\mu$ obtained from Equation (7.50) are thermodynamically admissible. For example, the minus sign in Equation (7.50) makes us worry lest $E_\mu$ become negative. These questions will be discussed in Section 7.5.1.

An analogous formulation is possible for the degenerate form of the relaxation function (Equations (7.40), (7.41)). Substituting Equation (7.40) into the superposition integral in Equation (7.19) we obtain

$$\sigma(t) = \sum_{\mu=1}^{N} \sigma_\mu(t)$$

(7.52)

$$\sigma_\mu(t) = \exp [-y_\mu(t)] \int_{0}^{t} \exp [-y_\mu(t')] E_\mu(t') \{d[\dot{e}(t') - \dot{e}(t')]\}$$

(7.53)

Now expressing the derivative $d\sigma_\mu/dy_\mu$, we may check that the $\sigma_\mu$ called the partial stresses, satisfy the differential equations

$$\frac{d\sigma_\mu}{dy_\mu} + \sigma_\mu = E_\mu(t) \frac{d[\dot{e}(\dot{e} - \dot{e})]}{dy_\mu}$$

(7.54)

Conversely, integration of Equation (7.54) with Equation (7.52) yields Equation (7.53), which implies Equation (7.40). Thus, the rate-type creep law given by Equations (7.52) and (7.54) is equivalent to the integral-type creep law with the degenerate kernel (Equation (7.40)).

Noting that $(d/dy_\mu) = (d/dr)/\dot{y}_\mu$, we may rewrite Equation (7.54) as

$$\dot{\sigma}_\mu + \dot{y}_\mu(t) \sigma_\mu = E_\mu(t) (\dot{e} - \dot{e})$$

(7.55)

Observe that, in contrast to the aging Kelvin chain (Equation (7.49)), the differential equation for the aging Maxwell chain is of the first order rather than the second order.

Consider now the Maxwell chain model (Figure 7.16b), in which $\sigma_\mu$ denotes the stress in the $\mu$th Maxwell unit. The strain rate in the spring is $\sigma_\mu/E_\mu(t)$ and that in the dashpot is $\sigma_\mu/\eta_\mu(t)$. Summing them, we get the total strain rate $\dot{e} - \dot{e}^0 = (\dot{\sigma}_\mu/E_\mu) + (\sigma_\mu/\eta_\mu)$, which may be written as

$$\dot{\sigma}_\mu + \frac{E_\mu(t)}{\eta_\mu(t)} \sigma_\mu = E_\mu(t) (\dot{e} - \dot{e}^0)$$

(7.56)

Comparing the coefficients of this equation and Equation (7.55), we see that $E_\mu(t)$ is indeed the spring modulus, as we may have anticipated, and that the viscosity of the $\mu$th dashpot is

$$\eta_\mu(t) = E_\mu(t)/\dot{y}_\mu(t)$$

(7.57)

In particular, for $y_\mu = (t/\tau_\mu)^q$ (Equation (7.38)) we have

$$\eta_\mu(t) = \tau_\mu^q E_\mu(t) \frac{t^{1-q}}{q}$$

(7.57a)

Variables $\sigma_\mu$ or $\epsilon_\mu$ (or $y_\mu$) represent what is known in continuum thermodynamics as internal variables (i.e. state variables that cannot be directly measured). The current values of these variables characterize the effect of the past history of the material. Thus, we need to store only the current values of, say, about four internal variables ($\mu = 1, \ldots, 4$) to characterize the stress history from, say, $t - t' = 0.1$ day until $10^4$ days. This makes the computations much more efficient. Another term for $\sigma_\mu$ is the hidden stresses or partial stresses, and for $\epsilon_\mu$ the hidden strains or partial strains.

A comparison of Maxwell chain model predictions with some test data from the literature is shown in Figure 7.17.

---

**Figure 7.17** Creep curves for various ages at loading according to the Maxwell chain model, compared with test data.\(^{3,149,93,94}\)
By writing analogous equations for the deviatoric and volumetric components, the foregoing rate-type stress–strain relations are easily generalized to three dimensions.

Since both Maxwell and Kelvin chains can approximate the integral-type creep law with any desired accuracy, these two models must be mutually equivalent, and equivalent also to any other possible spring–dashpot model. For non-aging materials this was rigorously demonstrated long ago by Roscoe.\textsuperscript{157} However, certain subtle questions remain in the case of aging material. It appears that not every $J(t, t')$ can be represented by each model unless we relax certain thermodynamic restrictions on the aging process (Section 7.5.1). Thus, the complete mutual equivalence of various spring–dashpot (linear) rheologic models and their equivalence to a general linear integral-type creep law apparently do not hold true in case of aging.

### 7.4.3 Temperature effect

To include the temperature influence, the compliance function of the form of Dirichlet series was generalized by Mukaddam and Bresler,\textsuperscript{159} with further refinements by Mukaddam\textsuperscript{158} and Kabir and Scordelis.\textsuperscript{108} Although a temperature increase always intensifies creep, the use of the integral-type formulation however presents a difficult question: What is the difference between the effects of the current temperature and the past temperatures on the present creep rate? It seems that this question cannot be approached with the integral-type formulation in other than a totally empirical manner.

For the rate-type formulation this difficult question does not arise, since the formulation is history-independent, and so only current temperature matters. Thus, the creep rate must be adjusted only according to the current temperature $T$, and so must be the rate of aging and the rate of change of internal variables such as $\gamma_\mu$ or $\sigma_\mu$. The chief advantage of the rate-type formulation is that a well-founded physical theory, namely the rate-process theory,\textsuperscript{86,74} lends itself naturally for describing the rate changes due to temperature.

A temperature increase has two mutually competing effects. Firstly, it accelerates creep, i.e. increases the creep rate. This indicates that the retardation or relaxation times should be reduced as temperature increases. Secondly, a temperature increase further causes an acceleration of hydration or aging, thereby indirectly also reducing creep.

The competition of these two effects explains why rather different temperature influences have been observed in various tests. The creep acceleration (or increase) always prevails. In an old concrete, the creep reduction due to faster aging is small since most of the cement has already been hydrated. However, in a young concrete, in which much hydration still remains to occur, the effect of the acceleration of aging can largely offset the acceleration of creep.

The effect of temperature on the rate of aging may be described by replacing concrete age with a certain equivalent age $t_e$ (also called maturity) representing the hydration period for which at temperature $T$ the same degree of hydration is reached as that reached during actual time period $t$ at reference temperature $T_r$. Like for all chemical reactions, the rate of hydration depends only on the current temperature and not on the past temperatures. Therefore, for variable temperature we have (cf. Equation (7.6)):

$$
t_e = \int \beta_T \, dt
$$

where $\beta_T$ is a function of current temperature. Again, like for all chemical reactions, the rate of hydration should follow the activation energy concept\textsuperscript{86,74} (Arrhenius's equation), and so

$$
\beta_T = \exp \left[ \frac{U_h}{R} \left( \frac{1}{T_0} - \frac{1}{T} \right) \right]
$$

Here $T$ is the current temperature (in K), $T_0$ is a reference temperature (in K) (normally 296 K), $R$ is the gas constant, and $U_h$ is the activation energy of hydration; $U_h/R \approx 2700$ K.

The change of creep rate due to temperature may be modelled by accelerating the rate of growth of the reduced times $\gamma_\mu(t)$ as the retardation or relaxation times $\tau_\mu$ increased. This may be expressed by replacing the previous relation $y_\mu(t) = (t/\tau_\mu)^\mu$ (Equation (7.38)) by

$$
y_\mu(t) = \left( \varphi_T \frac{t}{\tau_\mu} \right)^\mu \quad (\mu = 1, 2, \ldots, N)
$$

where $\varphi_T$ is a function of current temperature $T(t)$. Since the creep mechanism no doubt consists in breakage and reformation of bonds, which represent thermally activated processes on the molecular scale, coefficient $\varphi_T$ should also follow the activation energy concept. This indicates that\textsuperscript{84}

$$
\varphi_T = \exp \left[ \frac{U_\mu}{R} \left( \frac{1}{T_0} - \frac{1}{T} \right) \right]
$$

where $U_\mu$ is the activation energy of creep; $U_\mu/R \approx 5000$ K. Note also that it makes no difference whether or not the rate coefficient $\varphi_T$ is applied for $\mu = 1$, since the corresponding deformation is almost instantaneous.

It is possible that the activation energies $U_\mu$ differ for various $\mu = 2, 3, \ldots, N$ but analysis of existing test data\textsuperscript{84} did not indicate a need for introducing such a complication. Moreover, it is also possible that more than one activation energy is associated with each $\tau_\mu$, as well as with the aging.
rate (Equation (7.59)); this would make Equations (7.59) and (7.61) inapplicable; but these equations seem to approximate the existing test results reasonably well, as well as can be desired in view of the usual statistical scatter. Fits of some test data from the literature obtained with the use of Equations (7.49)–(7.61) are illustrated in Figure 7.18.

It should be noted that when physical concepts such as activation energy are used, Maxwell chain is often preferable over Kelvin chain (cf. Section 7.5.1). Further, it should be noted that since the effective retardation or relaxation times change from $\tau_\mu$ to $\tau_\mu/\Phi_\tau$, the time range covered by the rate-type model shifts to the left when the temperature increases. Thus, a broader spectrum of relaxation times is necessary to cover the same time range at various temperatures. Denoting as $\tau_{\text{min}} \leq t - t_0 \leq \tau_{\text{max}}$ the range of load durations for which the creep effects should be accurately calculated, and considering that temperatures vary between $T_{\text{min}}$ and $T_{\text{max}}$, we must use a sufficient number of $\tau_\mu$ (spaced according to Equation (7.34)) such that

$$\tau_2 \leq 3\tau_{\text{min}}\Phi_{\text{min}} \quad \tau_N \geq 0.5\tau_{\text{max}}\Phi_{\text{max}}$$

(7.62)

This is for Kelvin chain. For Maxwell chain, replace $\tau_2$ and $\tau_N$ with $\tau_1$ and $\tau_{N-1}$. 

Figure 7.18 Creep curves for various temperatures according to Maxwell chain and activation energy models\textsuperscript{24}, compared with uniaxial and biaxial creep measurements\textsuperscript{25,26,27,28}. 
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The compliance function at arbitrarily variable temperature \( T(t) \) may be obtained by evaluating the integral in Equations (7.43) and (7.44) for stress history \( \sigma = 1 \) for \( t \geq t' \) and \( \sigma = 0 \) for \( t < t' \). Replacing \( C_\mu(t') \) with \( C_\mu(t'_c) \), we thus obtain

\[
J(t, t') = \sum_{\mu} \frac{1}{C_\mu(t'_c)} \int_0^{t'_c} \beta_T \, \mathrm{d}t \left\{ 1 - \exp \left[ -y_\mu(t') - y_\mu(t) \right] \right\}
\]

where \( y_\mu(t) = \frac{1}{\tau_\mu} \int_0^{t} \varphi_T(t') \, \mathrm{d}t' \) (7.63)

as the Dirichlet series expansion of the compliance function at variable temperature \( T(t) \).

If temperature is constant after \( t' \), we have \( y_\mu(t') - y(t) = (t - t')\tau_\mu \varphi_T \), and if \( T \) is constant since time \( t = 0 \), we further have \( t'_c = \beta_T t' \). For generally variable stress, the principle of superposition (Equation (7.16)) based on \( J(t, t') \) from Equation (7.63) fully defines the stress-strain relation and is equivalent to the rate-type form (Equations (7.46), (7.47), (7.58)-(7.61)).

Equation (7.63) shows that the compliance function \( J(t, t') \) at any temperature kept constant after time \( t' \) may be obtained from \( J(t, t'_c) \) at reference temperature \( T_0 \) by the following replacements

\[
t' \rightarrow t'_c \quad t - t' \rightarrow (t - t'_c) \varphi_T \quad (7.64)
\]

We see that the modification of the double power law which we introduced in Equation (7.6)\textsuperscript{28,43} conforms to this rule (which may also be derived from a model of viscoelastic porous material in the volume of the solid grows).\textsuperscript{43} Also note that if \( \beta_T \) were 1, Equation (7.63) would conform to the time-shift principle for thermoreologically simple materials (unless \( \varphi_T \) would depend also on \( \mu \)). However, \( \beta_T \) spoils that.

The formulations of Mukaddam\textsuperscript{138} and Mukaddam and Bresler\textsuperscript{139} and Kabir\textsuperscript{107} are similar to Equation (7.63) but differ in two respects. First, \( \varphi_T(t')/(t - t')/\tau_\mu \) is used instead of \( y_\mu(t) - y(t') \), which is equivalent only at constant temperature; and, second, \( t \) is used instead of \( t'_c \), which means that the acceleration of aging due to temperature increase is neglected. Furthermore, Mukaddam and Bresler\textsuperscript{139} consider \( C_\mu \) as constants and instead they introduce an empirical ‘age-shift’ function \( \varphi(t') \), which is analogous to the formulation used for polymers (thermomechanically simple’ materials).\textsuperscript{82,163,187} This approach is convenient for graphical fitting of test data by the time-shift method but does not yield a degenerate form of the compliance function, thus making inapplicable the rate-type formulation. This makes it impossible to find a numerical algorithm that does not need storage of the history, and also precludes the use of the activation energy concept.

The use of \( \varphi_T(t')/(t - t')/\tau_\mu \) instead of \( y(t) - y(t') \) leads in case of variable temperature to certain self-contradictions and non-uniqueness of results. To illustrate it, consider two temperature histories: one for example such that \( T = 20^\circ \text{C} \) all the time, and the other one such that \( T = 20^\circ \text{C} \) all the time except for a rapid rise from 20°C to 50°C between 99.99 days and 100 days and rapid drop from 50°C to 20°C between 100 days and 100.01 days. Then, for a constant stress applied at \( t' = 100 \) days, the resulting strains at, say, \( t = 1000 \) days are rather different for the two temperature histories, while they should be nearly exactly the same. Thus, the response is obtained as a discontinuous functional of the loading history while it obviously should be a continuous functional. As another example, consider two other temperature histories, one such that \( T = 20^\circ \text{C} \) all the time, and the other one such that \( T = 50^\circ \text{C} \) all the time except for a drop from 50°C to 20°C between 99.99 days and 100 days and a rise from 20°C to 50°C between 100 days and 100.1 days. Then one gets the same strains for \( t = 1000 \) days while the strains should obviously be very different.

Another recently studied effect of temperature is the apparent acceleration of creep shortly after any sudden temperature change, positive or negative. This effect, sometimes called transitional thermal creep,\textsuperscript{104} probably has the same physical mechanism as the increase of creep due to a humidity change, and is doubtless also strongly influenced by microcracking.\textsuperscript{25,52} Thus it probably does not arise only from the constitutive equation but is influenced by the stress field in the whole specimen. These effects will be more clearly discussed in Section 7.6.3.

Above \( 100^\circ \text{C} \) the creep properties are rather different. At constant moisture content, creep continues to increase according to the activation energy.\textsuperscript{131,13} Moisture loss however reduces creep significantly\textsuperscript{130,132} even when it happens during creep.\textsuperscript{36} The creep in pressurized water over \( 100^\circ \text{C} \) is much less than the creep of sealed specimens.\textsuperscript{36} The creep Poisson ratio\textsuperscript{36} at \( 200^\circ \text{C} \) reaches about 0.46. The elastic modulus steadily decreases with increasing temperature.\textsuperscript{55,75}

Important experimental data on creep at high temperatures were reported by Browne,\textsuperscript{64} Browne and Bamforth,\textsuperscript{66} Browne and Blundell,\textsuperscript{65} Hannant,\textsuperscript{88} Fahimi et al.,\textsuperscript{81} Komendant et al.,\textsuperscript{116} Maréchal,\textsuperscript{131,3} York et al.,\textsuperscript{196} Hickey,\textsuperscript{99} Nasser and Neville,\textsuperscript{142,143} Seki,\textsuperscript{167} etc.

### 7.4.4 Application in numerical structural analysis

Although the degenerate form of the kernel allows conversion to differential equations, the usual step-by-step methods for ordinary differential equations cannot be applied. This is either because numerical stability requirements prevent an increase of \( \Delta t \) beyond a certain unacceptably small limit or because accuracy requirements do not allow this when the usual unconditionally stable algorithms, such as the central or backward difference methods are used.

Very large time steps, orders of magnitude larger than the shortest retardation or relaxation time, are necessary to reach long times such as 50
years after load application. Such large steps are possible only if we use integration formulae that are exact under certain characteristic conditions, namely for the case when the stress or strain rates and all material stiffness and viscosity parameters are considered constant within each time step although they are allowed to vary by jumps between the steps. Such algorithms were proposed by Bažant. For non-aging materials, a similar algorithm was formulated by Taylor, Pister, and Goudeau, and by Zienkiewicz, Watson, and King.

Let time \( t \) be subdivided by discrete times \( t_r \) \((r = 1, 2, 3, \ldots)\), and let \( \Delta \) refer to the increments from \( t_r \) to \( t_{r+1} \). Set \( \Delta \gamma = \gamma_{r+1} - \gamma_r, \Delta \sigma = \sigma_{r+1} - \sigma_r \), and assume \( C_\mu(t) \) and \( \sigma/\gamma \) to be constant from \( t_r \) to \( t_{r+1} \), and setting \( C_\mu = C_{\mu, r+1/2} \) \( \sigma/\gamma = \Delta \sigma/\Delta \gamma \), the integral of Equation (7.46) then yields exactly for uniaxial stress,

\[
\gamma_{r+1} = \gamma_r + \lambda_\mu \exp(-\Delta \gamma) + \frac{\lambda_\mu}{C_{\mu, r+1/2}} \Delta \sigma
\]  
(7.65)

in which \( C_{\mu, r+1/2} = C_\mu(t_{r+1/2}) \) and

\[
\lambda_\mu = \frac{1 - \exp(-\Delta \gamma)}{\Delta \gamma}
\]  
(7.66)

Substituting Equation (7.65) into Equation (7.44b), Equations (7.43)–(7.44a) may be brought to the form,

\[
\Delta \varepsilon = \frac{\Delta \sigma}{E_\mu} + \Delta \varepsilon'' + \Delta \varepsilon^0
\]  
(7.67)

in which

\[
\frac{1}{E_\mu} = \sum_{\mu=1}^{N} \frac{1 - \lambda_\mu}{C_{\mu, r+1/2}} \Delta \sigma
\]  
(7.68)

We may now observe that \( \Delta \varepsilon'' \) and \( \Delta \varepsilon^0 \) can be evaluated if all \( \gamma_\mu \) are known up to the beginning of the current time step, \( t_r \). Thus Equation (7.67) may be treated as an elastic stress–strain relation with elastic modulus \( E_\mu \) and inelastic strain increment \( \Delta \varepsilon^0 \). Using this relation, the structural problems with prescribed load changes or displacement increments during the step \( (t_r, t_{r+1}) \) may be solved, yielding the value of \( \Delta \sigma \). The internal variables \( \gamma_\mu \) at the end of the step, \( \gamma_{r+1} \), may then be evaluated from Equation (7.65). Then one can proceed to the next step.

As for the choice of time steps, it is most effective to keep them constant in the scale \( (t - t_0) \) where \( t_0 \) is the instant when the first load is applied on the structure or first deformations are imposed. Thus, after choosing the first step \((t_1, t_2)\), we generate subsequent \( t_r \) as \( t_{r+1} - t_r = 10^{1/m}(t - t_1) \) where \( m \) is the chosen number of steps per decade (\( m = 2 \) to 4 suffices for good accuracy). The load and imposed deformations must either be constant after \( t_1 \) or vary gradually at a rate which declines with \( t - t_0 \) (as, e.g. the shrinkage deformations do). If there is a sudden load (or enforced deformation change) at time \( t_1 \) one must start again with a small time step \((t_{11}, t_{r+1})\) and then increase the steps so as to keep them constant in \( t \) until \( t_{r+1} - t_1 = 10^{1/m}(t - t_1) \).

It is instructive to explain the role of coefficients \( \lambda_\mu \) in Equations (7.68) or (7.69). Among all \( \tau_\mu \) there may be one, say \( \tau_m \), which is of the same order of magnitude as the current time step \( \Delta t \). Then for all \( \tau_\mu < \tau_m \) we have \( \Delta \gamma \leq 1 \), \( \exp(-\Delta \gamma) \approx 1 \), and \( \lambda_\mu = 0 \), whereas for all \( \tau_\mu > \tau_m \) we have \( \Delta \gamma \ll 1 \), \( \exp(-\Delta \gamma) \approx 1 \), and \( \lambda_\mu \approx 1 \). Thus, we see from Equation (7.68) that the partial compliances \( C_\mu \) contribute to the instantaneous incremental compliance \( 1/E_\mu \) are only those for which \( \tau_\mu < \tau_m \) (or \( \tau_m \approx \Delta t \)). This is intuitively obvious because the stress in the dashpots of Kelvin units for which \( \tau_\mu \ll \Delta t \) must almost completely relax within a time less than the step duration. So, the effect of \( \lambda_\mu \) as the time step is increased in the step-by-step computation is to gradually 'uncouple' the dashpots as their relaxation time becomes too small compared to \( \Delta t \). Furthermore, from the values of \( \lambda_\mu \) we see that the inelastic strain increments are negligible and the behaviour becomes elastic for all \( \tau_\mu > \tau_m \), i.e. \( \tau_\mu \ll \Delta t \).

Equations analogous to Equations (7.65)–(7.68) hold for the volumetric and deviatoric components. When the spatial problem is solved by finite elements, the computational algorithm may be described as follows:

1. Initiate stresses \( \sigma_{0i} \), strains \( \varepsilon_{0i} \), and internal variables \( \gamma_{0i} \) at starting time \( t_1 \) as zero for all finite elements; set \( r \) as 1.

2. For each finite element (and each integration point of finite element) calculate the volumetric and deviatoric inelastic strain increments and bulk and shear moduli for the step:

\[
\Delta \epsilon^v = \sum_{\mu=1}^{N} (1 - e^{-\Delta \gamma}) \gamma_{\mu}^v \quad \Delta \epsilon_r = \sum_{\mu=1}^{N} (1 - e^{-\Delta \gamma}) \gamma_{\mu}^r \quad \Delta \sigma_i = 2G(r \Delta \varepsilon^r - \Delta \varepsilon^0) \]
(7.69a)

\[
K^r = \left( \sum_{\mu=1}^{N} (1 - \lambda_\mu) K_{\mu, r+1/2}^{-1} \right)^{-1} \quad G^r = \left( \sum_{\mu=1}^{N} (1 - \lambda_\mu) G_{\mu, r+1/2}^{-1} \right)^{-1}
\]  
(7.69b)

Here \( \gamma_{0i}^v, \gamma_{0i}^r \) are the volumetric and deviatoric components of internal variable tensor \( \gamma_{0i} \) (corresponding to \( \gamma_{\mu} \) in uniaxial formulation, Equation (7.44)); \( K_{r+1/2} \) and \( G_{r+1/2} \) are the bulk modulus and shear modulus corresponding to equivalent age \( t_{r+1/2} \); \( K_{\mu, r+1/2} \) and \( G_{\mu, r+1/2} \) are the bulk and shear moduli for individual terms of Dirichlet series expansion, corresponding to moduli for \( t = t_{r+1/2} \) in the uniaxial formulation (7.36).

3. The incremental stress–strain relation for each finite element and each integration point has then the form

\[
\Delta \sigma^0 = 3K^r(\Delta \epsilon^v - \Delta \epsilon^0) \quad \Delta \sigma_i^D = 2G^r(\Delta \epsilon_i^D - \Delta \epsilon_i^0)
\]  
(7.70)
Since moduli $K^v$ and $G^v$ and inelastic strain increments $\Delta e^{\nu}$ and $\Delta e^{\nu}_{in}$, as well as $\Delta e^0$, can be determined in advance, we may treat Equation (7.70) as an elastic stress–strain relation. So we have an elastic problem with general inelastic (or initial) strains, which may be solved by a finite element program in the usual manner. In this elastic analysis we also apply all load increments as prescribed for the current time step $(t, t_{i+1})$, if any, and all displacement increments if any are prescribed. The solution yields displacement increments $\Delta \epsilon_i$ for all nodes and strain increments $\Delta e_{ij}$ for all elements and all integration points in the elements. We then split $\Delta e_{ij}$ into the volumetric and deviatoric components $\Delta e^V_{ij}$ and $\Delta e^D_{ij}$, calculate the volumetric and deviatoric stress increments $\Delta \sigma^V_{ij}$ and $\Delta \sigma^D_{ij}$ from Equation (7.70), and superimpose them to get $\Delta \sigma_{ij}$ for all finite elements and all integration points in the elements.

(4) Then we evaluate the volumetric and deviatoric parts of the internal variables $\gamma_{ij}$ at the end of the step, $t_{i+1}$, from the recurrent relations:

$$
\gamma_{\mu, i+1}^V = \gamma_{\mu, i}^V e^{-\Delta t} + \frac{\lambda_{\mu}}{3K_{\mu}^v} \Delta \sigma^V_{ij} \\
\gamma_{\mu, i+1}^D = \gamma_{\mu, i}^D e^{-\Delta t} + \frac{\lambda_{\mu}}{2G_{\mu}^v} \Delta \sigma^D_{ij} \quad (\mu = 1, 2, \ldots, n)
$$

(7.71)

for all $\mu$, all elements and all integration points.

(5) If $t_i < \text{final time}$, go back to step 2 and start the next time step resetting $t_i \leftarrow t_{i+1}$.

The most efficient way for programming is to take an existing elastic finite element program (which can handle arbitrary inelastic strains), place it in a DO loop over discrete times and attach separate subroutines for steps 2 and 4 described above. The foregoing algorithm, along with a model for cracking, has been put in this manner on general purpose finite element program NONSAP by Anderson et al.\textsuperscript{6,171.172,207}

To illustrate accuracy, Table 7.3 gives the stress $\sigma_i(t)$ at 29031 days due to strain $10^{-6}$ enforced at $t_i = 35$ days, as computed according to Equations (7.65)–(7.71) with Dirichlet series approximation of ACI compliance function for various numbers of steps up to terminal time $t$. The first time step was always $\Delta t = 0.1$ day. We see that this algorithm is even more accurate than the second-order step-by-step method based on superposition (Table 7.1).

The Maxwell chain model offers certain theoretical advantages over the Kelvin chain model (Section 7.5.1), and therefore a similar algorithm was developed\textsuperscript{21} for the relaxation function. We assume $E_{\mu}(t), \frac{d\sigma_{\mu}}{dy_{\mu}}$, and $d\sigma_{\mu}/dy_{\mu}$ in (7.54) to be constant from $t_i$ to $t_{i+1}$, setting $E_\mu = E_{\mu, i+1}$ and $d\sigma_{\mu}/dy_{\mu} = \Delta \sigma^{\mu} / \Delta y_{\mu}$. Equation (7.54) is then a linear first-order differential equation with constant coefficients and the initial conditions $\sigma_{\mu}(t) = \sigma_{\mu, i}$. Integration then yields (exactly), for uniaxial stress,

$$
\sigma_{\mu, i+1} = \sigma_{\mu, i} e^{-\Delta t} + E_{\mu, i+1} \Delta \sigma^{\mu} (7.72)
$$

where $\lambda_{\mu}$ is given again by Equation (7.66). Substituting this in Equation (7.52), we obtain $\Delta \sigma = E^v(\Delta e - \Delta e^0) - E^d$.

$$
\Delta \sigma = \sum_{\mu = 1}^{N} \lambda_{\mu} E_{\mu, i+1} (7.73)
$$

Since $\Delta e^v$ and $\Delta e^0$ can be evaluated before $\sigma_{\mu, i+1}$ and $\epsilon_{\mu, i+1}$ are known, we may determine $\Delta \sigma$ and $\Delta e$ by an elastic structural analysis based on elastic moduli $E^v$ and inelastic strain increments ($\Delta e^v + \Delta e^0$). This algorithm is based on the relations:\textsuperscript{21}

$$
K^v = \sum_{\mu = 1}^{N} \lambda_{\mu} K_{\mu, i+1} \\
G^v = \sum_{\mu = 1}^{N} \lambda_{\mu} G_{\mu, i+1} (7.74)
$$

$$
3K^v \Delta e^v = \sum_{\mu = 1}^{N} (1 - e^{-\Delta t}) \sigma_{\mu, i}^V \\
2G^v \Delta \sigma^{\mu}_{in} = \sum_{\mu = 1}^{N} (1 - e^{-\Delta t}) \sigma^{\mu}_{in} (7.75)
$$

where $\sigma_{\mu, i}$ are the partial stresses corresponding to $\sigma_{\mu}$ from Equation (7.54); and $K_{\mu, i}$, $G_{\mu, i}$ are coefficients of Dirichlet series expansions of $J^v(t, t')$ and $J^D(t, t')$, corresponding to $E_{\mu}(t')$ from Equation (7.41). The volumetric and deviatoric internal variables (partial stresses) at the end of time step $t_i+1$, are determined from the recursive relations:\textsuperscript{21}

$$
\sigma_{\mu, i+1}^V = \sigma_{\mu, i} e^{-\Delta t} + 3K_{\mu, i+1} (\Delta e^v - \Delta e^0) \\
\sigma_{\mu, i+1}^D = \sigma_{\mu, i} e^{-\Delta t} + 2G_{\mu, i+1} \Delta \sigma^{\mu}_{in} (7.76)
$$

The computational algorithm is essentially the same as that described before, except that Equations (7.68)–(7.69) are replaced by Equations (7.74)–(7.75), Equations (7.71) are replaced by (7.76) and $\sigma_{\mu}$ are used instead of $\gamma_{\mu}$. Bažant and Wu\textsuperscript{52} used this algorithm in a small finite element program, and recently Bažant, Rossow and Horrigmo\textsuperscript{66} put this algorithm on the general purpose finite element program NONSAP.

Figures 7.17 and 7.18 give examples of comparison with tests.

It is again instructive to explain the role of coefficients $\gamma_{\mu}$ in Equations (7.73) or (7.74). Let $\tau_{\mu}$ be that $\tau'_{\mu}$ which is of the same order of magnitude

<table>
<thead>
<tr>
<th>No. of time steps</th>
<th>Approx. no. of steps per decade</th>
<th>$\sigma(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>2</td>
<td>1.5320</td>
</tr>
<tr>
<td>25</td>
<td>4</td>
<td>1.5411</td>
</tr>
<tr>
<td>49</td>
<td>9</td>
<td>1.5438</td>
</tr>
<tr>
<td>97</td>
<td>18</td>
<td>1.5443</td>
</tr>
<tr>
<td>193</td>
<td>35</td>
<td>1.5445</td>
</tr>
</tbody>
</table>
as the correct $\Delta t$. Then for all $\tau_\mu < \tau_m$ we have $\Delta y_\mu \gg 1$, $e^{-\Delta y_\mu} = 0$, $1 - e^{-\Delta y_\mu} = 1$, and $\lambda_\mu = 0$, whereas for all $\tau_\mu > \tau_m$ we have $\Delta y_\mu \ll 1$, $e^{-\Delta y_\mu} = 1$, $1 - e^{-\Delta y_\mu} = 0$ and $\lambda_\mu \ll 1$. The stiffness of Maxwell chain model for the given step is given by Equation (7.74) and we see that the partial stiffnesses $K_\mu$ or $G_\mu$ which contribute to the overall stiffness are only those for which $\tau_\mu > \tau_m$, i.e. $\tau_\mu \ll \Delta t$. This is intuitively obvious, because the stress in Maxwell units for which $\tau_\mu \ll \Delta t$ must completely relax within a time less than the step duration. Thus the effect of $\lambda_\mu$ as the time step increases during the computation is to gradually uncouple the Maxwell units whose relaxation time is too short with regard to the current $\Delta t$. Further, we see that the inelastic strain increments are negligible and the behaviour is elastic for all $\tau_\mu < \tau_m$, i.e. $\tau_\mu \ll \Delta t$.

Another useful temporal step-by-step algorithm which avoids the storage of the previous history by exploiting the Dirichlet series expansion of the compliance function was developed by Kabir and Scordelis\cite{108} and further applied by Van Zyl and Scordelis,\cite{160,170} Van Greunen\cite{178} and Kang.\cite{110,109}

This algorithm is similar to Zienkiewicz, Watson and King's\cite{197} algorithm for non-ageing materials; it consists of similar formulae involving exponentials $e^{-\Delta y_\mu}$, but it is of lower-order accuracy than the preceding algorithms. Its approximation error is of the first order $O(\Delta t)$ or $O(\Delta \sigma)$ rather than the second order, $O(\Delta t^2)$ or $O(\Delta \sigma^2)$, since the integral in Equation (7.16) is approximated with a rectangle rule. This less accurate approximation has the advantage that the same incremental elastic stiffness matrix of the structure may be used in all time steps if the age of concrete is the same in all finite elements, while in the preceding algorithms the changes in $E^E$ (or $G^G$, $K^K$) cause that this matrix is different in each time step. This advantage is, however, lost if the structure is of non-uniform age or if changes of stiffness due to cracking or other causes are to be considered.

Finally it should be mentioned that, for the analysis of creep effects of composite beams during construction stages, Schade and Haas\cite{165} produced a general finite element program using Euler-Cauchy and Runge-Kutta methods in conjunction with an aging Kelvin chain, and dealt successfully with the stability problems due to the shortest retardation time.

### 7.5 Non-linear Effects

#### 7.5.1 Difficulties with Aging in Linear Viscoelasticity

In every constitutive theory it is necessary to check that no thermodynamic restriction is violated. For non-ageing materials this is relatively easy and well understood,\cite{56,155} but not so for aging. Obviously, not every function of $t$ and $t'$ is acceptable as a compliance function $J(t, t')$. Certain thermodynamic restrictions, such as $\partial J(t, t')/\partial t \geq 0$, $\partial^2 J(t, t')/\partial t^2 \leq 0$ and $[\partial J(t, t')/\partial t]_{t=t'} = 0$ are intuitively obvious and we will not discuss them. However, some further restrictions are necessary to express certain aspects of the physical mechanism of aging, particularly the thermodynamic restrictions due to the fact that any new bonds produced by a chemical reaction must be without stress when formed.

At present we know how to guarantee fulfillment of these thermodynamic restrictions only if we first convert the constitutive relation to a rate-type form and then make the hypothesis that these restrictions should be applied to internal variables such as the partial strains or partial stresses in the same way they would be applied to strains and stresses. If we did not accept this hypothesis we could not say anything about thermodynamic restrictions. It might be possible that no thermodynamic restrictions are violated by stresses and strains when they are violated by partial stresses or partial strains. But we cannot guarantee it. It is certainly a matter of concern if we have such violations. It has been found\cite{27} that this actually happens for certain existing creep laws used in the past and we will outline the nature of the problem briefly.

If we reduce the compliance function to a rate-type form corresponding to a spring-dashpot model, fulfillment of the second law of thermodynamics can be guaranteed by certain conditions on spring moduli $E_\mu$ and viscosities $\eta_\mu$. (The second law might be satisfied by the compliance function even when some of these condition are violated, but we cannot be certain of it.) Two obvious conditions are $E_\mu > 0$ and $\eta_\mu > 0$. However, the second law leads to a further condition when the spring moduli are age-dependent:\cite{27}

$$\dot{\sigma}_\mu = E_\mu(t) e_\mu \quad \text{for } \dot{E}_\mu > 0 \quad (7.77)$$
$$\sigma_\mu = E_\mu(t) e_\mu \quad \text{for } \dot{E}_\mu \leq 0 \quad (7.78)$$

where $\sigma_\mu$ and $e_\mu$ are the stress and the strain in the $\mu$th spring. The first relation pertains to a solidifying material, such as an aging concrete, while the second relation pertains to a disintegrating (or melting) material, such as concrete at high temperatures (over 150 °C) which cause dehydration. If Equation (7.78) is used, it can be shown that the expression $\dot{D}_{\text{el}} = -\sigma_\mu \dot{E}_\mu / 2E_\mu$ represents the rate of dissipation of strain energy due to the chemical process, particularly due to disappearance of bonds while the material is in a strained state (i.e. a state in which elastic energy exists in addition to the bond energy). Thus, to assure that $\dot{D}_{\text{el}} \geq 0$ we must have $\dot{E}_\mu = 0$ if Equation (7.78) is used. So the dissipation inequality is violated if Equation (7.78) is used (or if its use is implied) for an aging (solidifying, hardening) material.

Many different rate-type forms of the creep law are possible. One form, which differs from the one that we already analysed, can be obtained by
expanding the memory function $L(t, t')$ from Equation (7.17) into Dirichlet series:

$$L(t, t') = \sum_{\mu=1}^{N} \frac{1}{\eta_{\mu}(t')} e^{-(t-t')/\eta_{\mu}}$$  (7.79)

Substituting this into Equation (7.17) we obtain

$$\epsilon = \sum_{\mu=1}^{N} \epsilon_{\mu} + \epsilon^0 = \int_{0}^{t} \frac{\sigma(t')}{\eta_{\mu}(t')} e^{-(t-t')/\eta_{\mu}} \; dt'$$  (7.80)

By differentiating $\epsilon_{\mu}(t)$ and denoting $E_{\mu}(t) = \eta_{\mu}(t)/\tau_{\mu}$, one can readily verify that $e_{\mu}(t)$ satisfies the differential equation

$$\sigma = E_{\mu}(t) e_{\mu} + \eta_{\mu}(t) \dot{e}_{\mu}$$  (7.81)

From this, the non-viscous part of stress $\sigma$ is $\sigma_{\mu} = E_{\mu}(t) e_{\mu}$, and we see that this represents an elastic relation that is admissible only for a deintegrating (melting, dehydrating) material. Thus Equation (7.79), which has been used as the basis of one large finite element program for creep of reactor vessels, implies violation of the dissipation inequality. This puts the practical applicability in question, as the critics think. The proponents of the models that imply Equation (7.81) believe however that the problem is not serious since the solidifying process may be counteracted by drying or temperature decrease, and that a separate application of the thermodynamic restrictions to the solidifying behaviour is not required. Maybe, but what about the special case of constant humidity and temperature?

We may note that Equation (7.81) along with $\epsilon = \sum_{\mu} \epsilon_{\mu}$ corresponds to a Kelvin chain model, the springs of which are, however, governed by an incorrect equation (Equation 7.78). If the correct equations for the springs are used ($\dot{\epsilon}_{\mu} = E_{\mu}(t) \epsilon_{\mu}$), then the Kelvin chain is characterized by second-order rather than first-order differential equations (Equation 7.49). The violation of the dissipation inequality by Equations (7.79) or (7.80) is actually due to the fact that the equation for partial strains (Equation (7.81)) is of the first order. One can show that even if a non-linear rate-type creep law is considered such that $\epsilon = \sum_{\mu} \epsilon_{\mu}$ and $\dot{\epsilon}_{\mu} = f_{\mu}(\sigma, \epsilon_{\mu})$, Equation (7.78) which violates the dissipation inequality is implied as long as these are first-order equations. This is one inherent difficulty of using Kelvin chain type models (i.e. decomposing $\epsilon$ into partial strains $\epsilon_{\mu}$). By contrast, the differential equations for the aging Maxwell chain must be of the first order for an aging (solidifying) material, which is one advantageous property of Maxwell chains.

Kelvin chain models (which are implied by making a strain summation assumption $\epsilon = \sum_{\mu} \epsilon_{\mu}$) have another limitation. Consider the degenerate creep compliance in Equation (7.32). We calculate $\delta^2 J/\delta t \delta t'$ and substitute

$$\dot{C}_{\mu}(t') = [(C(t') - E_{\mu}(t')) \gamma_{\mu}(t')]$$  and $C_{\mu}(t') = \eta_{\mu}(t') \gamma_{\mu}(t')$ according to Equation (7.50) for the Kelvin chain. This yields

$$\frac{\delta^2 J(t, t')}{\delta t \delta t'} = \sum_{\mu=1}^{N} \frac{\dot{\gamma}_{\mu}(t') E_{\mu}(t')}{\eta_{\mu}(t')^2} \exp \left[ \frac{\gamma_{\mu}(t') \eta_{\mu}(t') - \gamma_{\mu}(t)}{\eta_{\mu}(t')} \right]$$  (7.82)

Here we must always have $\dot{\gamma}_{\mu} > 0$ and $E_{\mu} \geq 0$. Consequently, thermodynamically admissible Kelvin chain models always yield a compliance function such that

$$\frac{\delta^2 J(t, t')}{\delta t \delta t'} \geq 0$$  (7.83)

The same conclusion may be reached from Equation (7.49a).

Now, what is the meaning of this inequality? Geometrically, it means that the slope of a unit creep curve would get greater as $t'$ increases, which means that two creep curves for different $t'$, plotted versus time $t$ (not $t-t'$, see Figure 7.7(a)) would never diverge as $t$ increases. Is this property borne out by experiment? Due to the large scatter of creep data we cannot answer this with complete certainty, but quite a few test data, although not the majority of them, indicate a divergence of adjacent creep curves beginning with a certain creep duration $t-t'$.

As for the creep formulation, the double power law (Equation (7.5)) as well as the ACI formulation always exhibit divergence after a certain value of $t-t'$, whereas the CEB-FIP formulation does not. Thus, aging Kelvin chain models cannot closely approximate this behaviour without violating the thermodynamic restrictions $E_{\mu} \geq 0$, $\nu_{\mu} \geq 0$, $\dot{E}_{\mu} \geq 0$. Indeed, the previously described algorithms for determining $E_{\mu}(t)$ yield negative $E_{\mu}$ for some $\mu$ and some $t$ whenever $J(t, t')$ with divergent creep curves is fitted.

For aging Maxwell chain models, by contrast, it is possible to violate inequality (7.83) without violating any of the thermodynamic restrictions. Therefore, the aging Maxwell chain models are more general and seem theoretically preferable for describing concrete creep. The equivalence of Maxwell and Kelvin chains to each other as well as to any other rheologic model does not quite apply in the case of aging.

The Maxwell chain model is, however, not entirely trouble-free either. When long-time creep data are fitted, the condition $E_{\mu} \geq 0$ can be satisfied but the condition that $\dot{E}_{\mu} \geq 0$ for all $\mu$ and all $t$ cannot (Figure 7.16), as numerical experience reveals. (Thus far, however, this question has been studied only for $\gamma_{\mu} = t/\tau_{\mu}$; for a general $\gamma_{\mu}(t)$ a definite answer must await further results.)

Note that we merely evade answering the question if we restrict ourselves to an integral-type creep law, for without its conversion to a rate-type form we cannot know whether our formulation of aging is thermodynamically admissible. We also evade the answer by introducing a rate-type model
without recourse to a rheologic spring-dashpot model, since every rate-type model can be visualized by some such rheologic model.

We must admit, however, that the question of uniqueness of representation by a rheologic model remains unsettled. If we find that a certain creep function $J(t, t')$ leads to one unsatisfactory rate-type model, we are not sure that the same creep function might also be represented by some other rate-type model that is satisfactory.

To summarize, we have two kinds of rate-type models: (a) those whose form is fundamentally objectionable (Equation (7.78)) because it always violates the dissipation inequality; and (b) those which are of correct form (Equation (7.77)) and can represent the aging creep curves for various $t'$ over a limited time range but cannot do so for a broad time range without violating the thermodynamic restrictions ($E_\mu \neq 0$ or $\dot{E}_\mu \neq 0$) for some period of time. Although for the second kind of models the problems are less severe, none of the presently known linear rate-type models is entirely satisfactory.

After a long effort it now seems as if the typical shape of concrete creep curves for various $t'$ cannot be completely satisfactorily described with a linear rate-type model. Hence, the difficulties are likely caused by our use of a linear theory for what is actually a non-linear phenomenon. And measurements relative to the principle of superposition suggest that this may indeed be so. On the other hand, the magnitude of the error caused by the shortcomings outlined in this section is not known well and might not be too serious in many cases. Thus, we will continue to use linear rate-type models in the foreseeable future.

To understand the nature of the aging effect in creep, it was attempted to deduce the constitutive relation from an idealized micromechanical model of the solidification process in a porous material. This approach yielded a certain form of creep function (giving in particular support to the double power law); it did not however answer the questions we just discussed.

### 7.5.2 Adaptation and flow

There are basically two kinds of deviations from the principle of superposition:

1. **High-stress non-linearity or flow**, which represents an increased creep compared to the principle of superposition;  
2. **Low stress non-linearity or adaptation**, which represents a diminished creep compared to the principle of superposition.

The high-stress non-linearity is significant for basic creep only beyond the service stress range, i.e. above approximately 0.5 of the strength. On the other hand, the adaptation non-linearity is quite significant within the service stress range. It is mainly observed when, after a long period of sustained stress (within the allowable stress range), a further sudden load, positive or negative, is superimposed.

A mathematical model for both these types of non-linearity was recently developed. For certain reasons it is appropriate to introduce the non-linearities in an expression for the creep rate $\dot{\epsilon}$ rather than for total strain $\epsilon$. Thus, starting with Equation (7.18) for the creep rate, one makes this equation non-linear in the following manner:

$$
\dot{\epsilon}(t) = \frac{\dot{\sigma}(t)}{E(t_\epsilon)} + g[\sigma(t)] \int_0^{1} \frac{\partial J(t, t')}{\partial t} \frac{d\sigma(t')}{1 + \alpha(t')} + \dot{\epsilon}_e(t) \quad (7.84)
$$

The integral term describes what is called the adaptation, which is brought about in two ways. First, the age effect in creep function and elastic modulus is introduced by replacing age $t$ with a more general expression for the equivalent hydration period;

$$
t_e = \int \beta_1 \beta_\mu \ dt \quad (7.85)
$$

where coefficient $\beta_\mu$, for which a formula is given by Bažant and Kim, is added to account for the gradual increase of bonding (or adaptation) caused in cement paste by sustained compressive stress. Second, an additional stiffening of response (adaptation) is obtained through function $a(\tau)$ which is defined by an evolution equation of the type $\dot{a}(t) = F_1(t)F_2(\sigma)$. In the limit for very rapid loading these non-linear effects vanish.

Functions $g[\sigma(t)]$ and $\dot{\epsilon}_e(t)$ describe the high-stress non-linearity. The function $\dot{\epsilon}_e(t)$, called flow, has the form:

$$
\dot{\epsilon}_e(t) = \frac{\sigma(t) - a(t)}{E_0} f[\sigma(t)] \dot{\phi}(t) \quad (7.86)
$$

where $f[\sigma(t)]$ gives an increased creep rate at high stress, and $a(t)$ may be regarded as the location of the centre of a loading surface that gradually moves toward the sustained stress value (similar to kinematic hardening in plasticity). The evolution equation for $a(t)$ is of the type $\dot{a}(t) = f_1[\sigma(t), a(t)] F_2(t)$.

The adaptation and flow non-linearities are illustrated by test data in Figure 7.19, 7.20, and 7.21. For further data see Aleksandrovskii et al., Roll, Freudenthal and Roll, Komendant, Brette, Meyers and Slate, and others.

### 7.5.3 Singular history integral for non-linear creep

In the foregoing model, the non-linearities at the working stress level are modelled by adjustments to the superposition principle. These non-
linearities may however have a deeper cause in the essential creep mechanism, and so it may be more realistic to abandon the underlying linear superposition principle itself. At the same time it is necessary to preserve the proportionality of the response to an arbitrary load history within the working stress range, a property which is well verified experimentally.\textsuperscript{158,141} Such a development has been made recently\textsuperscript{50,206} and we will outline it briefly.

We consider a uniaxial creep law of the form

$$\frac{d}{dt} [\gamma(t)^p] = \int_0^t Q(t, \tau) d[\sigma(\tau)^q]$$  \hspace{1cm} (7.87)

in which

$$Q(t, \tau) = F t^{-k} \tau^{-m} (t-\tau)^{-s} [\kappa(t) - \kappa(\tau)]^{-v}$$ \hspace{1cm} (7.88)

$$\kappa(t) = \int_0^t [d\gamma(\tau)]$$ \hspace{1cm} (7.89)

Here $\sigma$ is uniaxial stress; $\gamma$ is creep strain; $t$ is time (= age of concrete); $\kappa$ is the path length of creep strain (intrinsic time); $k$, $m$, $p$, $q$, $r$, $s$, $u$, and $v$ are non-negative material constants ($s > 0$); $R(t, \tau)$ is the creep kernel; $F$ is a function of $\sigma(t)$ and $\gamma(t)$ which models the creep increase beyond proportionality at high stress. Since we are not interested in this phenomenon at high stress,\textsuperscript{116,127,105} we will consider only the case $F = \text{constant}$, which is sufficient for working stress levels. The integral in Equation (7.87) is a Stieltjes integral. For continuous and differentiable $\sigma(t)$ this integral may be replaced by the usual Riemann integral, substituting $d[\sigma(\tau)^q] = \sigma(\tau)^{q-1} d\sigma(\tau)/d\tau$.

If we consider a single-step load history ($\sigma = 0$ for $t < t'$, $\sigma = \text{constant} > 0$ for $t \geq t'$)
Figure 7.21 Typical test results\textsuperscript{116,34,35} showing creep non-linearity at high stress (solid lines, predictions of non-linear theory; dashed lines, predictions of linear theory)
for \( t \geq t' \) under the assumption \( r = p + su \), Equation (7.87) reduces to the form

\[
\gamma(t) = \left[ \sigma - \frac{E}{(t')^n} \frac{F}{p} B(t, t') \right]^{1/r}
\]

(7.90)
in which

\[
B(t, t') = \int_{t'}^t \frac{dr}{r^k(t-r)^u}
\]

(7.91)

For \( t-t' \ll t' \), the following asymptotic expression holds:

\[
\gamma(t) = \sigma \left( \frac{Fr}{(1-u)p} \right) \left( \frac{(t'-1-u)}{(t')^{m+k}} \right)^{1/r}
\]

(7.92)

Equation (7.87) has the following noteworthy features.

(1) For \( p = r = 1 \) with \( v = k = 0 \), it reduces to the linear integral-type creep law (superposition principle) based on the double power law and, with \( v = 0 \) and \( k > 0 \), it reduces to the one based on the triple power law which has been verified as a slight refinement of the well-substantiated double power law.

(2) If any one of the conditions \( p = 1, r = 1, v = 0 \) is violated, this creep law ceases to be linear and, therefore, the principle of superposition does not apply. In particular, the stiffening non-linearity is obtained for \( p > 1 \).

(3) However, if at the same time

\[
r = p + su
\]

(9.93)
this non-linear creep law exhibits proportionality in the sense that if \( \gamma(t) \) corresponds to history \( \sigma(t) \) then \( k\gamma(t) \) corresponds to history \( k\sigma(t) \). The fact that a non-linear creep law can be obtained without violating proportionality seems useful for modeling experimentally observed properties, at working stress levels.

(4) It is also necessary that

\[
u + su < 1 \quad \text{and} \quad u + v < 1
\]

(7.94)
for the creep kernel to be weakly singular and, consequently, integrable. The latter of these conditions must be added with regard to the second and the subsequent steps of a multistep loading history, and prevails when \( 0 < s < 1 \).

(5) As observed in Equation (7.90) for a single-step load history with the proportionality condition (Equation (7.93)) for \( k = 0 \), Equation (7.87) still leads to the well-verified double power creep law and, for \( k > 0 \), to the triple power law. Therefore, using the previously obtained results on these power laws, it is possible to estimate some parameters involved in the present model.

(6) A further important property is that not only the term \( (t-\tau)^{-\infty} \), which is present in the previous completely linear integral expressions for the creep rate, but also the term \( \left[ \kappa(t)^{\alpha} - \kappa(\tau)^{\alpha} \right]^{-\infty} \) yields an infinite creep rate \( \dot{\gamma} \) (singularity) right after any sudden change in stress \( \sigma \). If this term were omitted (i.e., \( v = 0 \) with \( s > 0 \)), the singularity of \( \dot{\gamma} \) would be given solely by \( (t-\tau)^{-\infty} \), i.e., independent of \( \gamma \), and would not contribute to expressing the non-linearity.

(7) If \( s = 1 \), the strength of the singularity at each stress jump is the same. Analysis of available test data, suggests, however, that \( s > 1 \). This has an interesting consequence for a two-step stress history, i.e., \( \sigma = 0 \) for \( t < t' \), \( \sigma = \sigma_1 = \text{constant} (>0) \) for \( t' < t < t'' \) and \( \sigma = \sigma_2 = \text{constant} (>\sigma_1) \) for \( t > t'' \). If we let \( \sigma_1 \rightarrow 0 \) at constant \( \sigma_2 \), the history approaches a one-step history with a jump of \( \sigma_2 \) at \( t'' \), but the singularity strength (\( u + v \)) in the limit is not the same as that for a one-step history (i.e., \( u + su \)) if \( s \neq 1 \).

(8) The fact that the integral in Equation (7.87) expresses the creep rate \( \dot{\gamma} \) rather than the total creep strain \( \gamma \) is appropriate for modelling the non-linear creep properties at high stress as mentioned before (Equation (7.84)).

(9) Asymptotic approximations as well as numerical integration of the creep law have further revealed that if low stress levels the creep law generally gives qualitatively correct deviations from the (linear) superposition principle. For a two-step increasing load the response is after the second step lower than the prediction of the superposition principle. For creep recovery after a period of creep at constant stress, the recovery response is and remains higher than the recovery curve predicted from the superposition principle. In both cases, the deviation vanishes as the duration of the first load step tends to zero. These properties represent the essential non-linear features of concrete creep at low stress levels.

(10) Function \( \kappa(t) \) is needed for the case of unloading. This function, which is analogous to the well-known intrinsic time, assures the positiveness of \( Q(t, \tau) \). Without excluding the case of creep recovery it is impossible to use \( \kappa(t) - \gamma(t) \) because \( Q(t, \tau) \) would be negative or undefined for unloading.

From the foregoing discussion, it appears that Equation (7.87) is qualitatively capable of capturing all the significant traits of the non-linear creep behaviour of concrete at working stress levels. It is also encouraging that the proposed creep law is compatible with a realistic picture of the creep mechanism.

We imagine that at the present moment, as a vast number of small particle migrations within the cement paste microstructure. Any sudden change of stress, \( \Delta \sigma \), is assumed to activate a number of potential migration sites, the number of which, \( N_m \), is very large. This points to an infinite strain rate right after any stress jump, which in turn suggests the existence of a
singularity in the kernel, resulting from the term \([\kappa(t') - \kappa(\tau')]^{-v}\). The subsequent growth of this term reflects the gradual exhaustion of potential particle migration sites, thus causing a reduction in creep rate. The exhaustion rate must decrease as the creep strain already caused by stress jump \(\Delta \sigma\) increases, i.e. it must decrease as \([\kappa(t') - \kappa(\tau')]\) and \((t - \tau)\) grow, as reflected in Equations (7.87) and (7.88).

The creep rate must also decrease due to the continuing hydration of the cement paste while it carries the load. The hydration results in formation of further bonds in the microstructure, which reduces the number of potential migration sites. This reduction depends strictly on time, and proceeds at a gradually decreasing time rate, as modeled by the term \(\tau^{-m}(t - \tau)^{-w}\) in Equations (7.87) and (7.88).

### 7.5.4 Cyclic creep

Another important non-linear phenomenon arises for cyclic (or pulsating) loads with many repetitions. According to the principle of superposition, the creep due to cyclic stress should be approximately the same as the creep due to a constant stress equal to the average of the cyclic stress. In reality, a much higher creep is observed, the excess creep being larger for a larger amplitude of the cyclic component.184,100,134,84,15,174

The time-average compliance function for cyclic creep at constant stress amplitude \(\Delta\) and constant mean stress may be reasonably well described by an extension of double power law in which \((t - \tau)^{n}\) is replaced by the expression \([\Delta + 2.2\phi_{\sigma}^2 N^{2}N^{2}]\) where \(N\) is the number of uniaxial stress cycles of amplitude \(\Delta\), \(\phi_{\sigma}\) is a function of \(\sigma\), equal to 1.0 when \(\sigma = 0.3\sigma_{c}\). The cyclic loading does not seem to affect the drying creep component. For details, see Bažant and Panula45 (Part VI).

### 7.5.5 Multiaxial generalization and operator form

Regarding the multiaxial aspects of non-linear creep, almost no experimental information is available. The multiaxial non-linear behaviour is reasonably explored experimentally only for short-time (rapid, 'instantaneous') loading, and the high-stress non-linearity of creep must approach this behaviour in the limit. This limiting condition is presently just about the only solid information on which generalizations of non-linear creep models to three dimensions can be based.

Based on this scant information, both the endochronic theory and the plastic fracturing theory for non-linear triaxial behaviour have been extended to describe non-linear triaxial creep. 29,39 These models are probably reasonably good for short load durations and large deformations near those for the usual short-time (rapid) tests, but they are entirely hypothetical as far as long load durations are concerned. The adaptation phenomena have not been included in these models. However, an inductive generalization of Equations (7.85) and (7.86), in which \(\sigma\) was replaced by certain stress invariants, has been given for the foregoing theory of adaptation (Section 7.5.2).

### 7.5.6 Cracking and tensile non-linear behaviour

The most typical deleterious effect of creep and shrinkage in structures is cracking, both invisible microcracking and, at a later stage, continuous visible cracks. Thus, the calculation of creep and shrinkage effects is complete only if a realistic model of cracking, as well as tensile non-linearity due to microcracking and fracture propagation, is considered.202

### 7.6 MOISTURE AND THERMAL EFFECTS

#### 7.6.1 Effect of pore humidity and temperature on aging

The moisture effects are much more involved and much less understood than the effects analysed so far, despite considerable research efforts.

The previously indicated expressions for the effect of humidity (Section 7.2.6), as given in current code recommendations and practical creep prediction models, describe only the mean behaviour of the cross section and do not represent constitutive properties and constitutive relations of the material. Thus, they are usable in structural analysis only when the cross section is of single-element width (as is often used for plates and shells); it makes no sense to subdivide the cross section into more than one element.

To determine the distributions of pore humidity and water content within the cross section at various times, it is necessary to solve the moisture diffusion problem. This necessitates a constitutive equation which involves the pore humidity or water content but not the environmental humidity. The latter is inadmissible for use in a constitutive equation and is properly used only as a boundary condition.

One important effect of a decrease in pore humidity \(h\) (relative vapour pressure \(p/p_{\text{sat}}\)) is a deceleration and eventual arrest of the hydration process. This may be modelled by extending the previous definition of the equivalent hydration period, \(t_e\) (or maturity):

\[
t_e = \int \beta_T \beta_n \, dt\tag{7.95}
\]

where

\[
\beta_n = [1 + 6(1 - h)^4]^{-1}\tag{7.96}
\]

Here \(\beta_T\) is given by Equation (7.59); \(\beta_n\) is an empirical function. Compared
to \( h = 1.0 \), Equation (7.95) gives a reduction of aging rate to 9% at \( h = 0.7 \) and to 1% at \( h = 0.5 \).

Still more realistically, taking into account Equation (7.85) one should write \( \varepsilon_\infty = \int \beta_\infty \beta_\infty \beta_\infty \exp \left( \frac{-h}{h_0} \right) \, dt \).

### 7.6.2 Shrinkage as a constitutive property

Let us now consider shrinkage, \( \varepsilon_S \), which is understood as a material property rather than a specimen property, and represents the free (unstrained) shrinkage at a point of a continuum. As proposed by Carlson\(^{148}\) and Pickett,\(^{148}\) the shrinkage is properly modelled as a function of pore water content \( w \) (g of water per cm\(^3\) of concrete), which is in turn a function of pore humidity \( h \). Therefore,\(^{148}\)

\[
\varepsilon_S = \varepsilon_S^0 \cdot g_S(h)
\]

(7.97)

Here \( \varepsilon_S^0 \) is the maximum shrinkage (for \( h = 0 \)), which is larger, perhaps much larger, than \( \varepsilon_{\infty} \), in Equation (7.9) because the value \( \varepsilon_{\infty} \) is reduced by microcracking of the specimen while \( \varepsilon_S^0 \) is not, by definition. The function \( g_S(h) \) is empirical; approximately perhaps \( g_S(h) = 1 - h^2 \) but this needs to be checked more closely.

Note that, in contrast to Equation (7.9) for the mean cross-section shrinkage \( \varepsilon_S \), the shrinkage as a material property exhibits no dependence on the duration of drying \( t - t_0 \) and the age at the start of drying \( t_0 \). These times affect \( \varepsilon_S \) only indirectly, through the solution of the diffusion problem which is approximated by Equation (7.9).

There exists, however, some time-dependence in shrinkage, albeit different from that in Equation (7.9). Since the mechanism of shrinkage at least to some extent consists in deformation (compression) of solid particles and solid microstructural framework under the forces caused by changes in solid surface tension, capillary tension, and disjoining pressure in hindered adsorbed water layers, the deformation must depend on the stiffness of the microstructure. This, in turn, depends on the degree of hydration, and thus on the equivalent hydration period \( t_e \). Hence, a more accurate expression for shrinkage should be

\[
\varepsilon_S = \varepsilon_S^0 \cdot g_S(h) \cdot g_S(t_e)
\]

(7.98)

where the function \( g_S \) may approximately be taken as \( g_S(t_e) = \frac{E(t_e)}{E(t_0)} \), i.e. the inverse ratio of the increase in elastic modulus due to age (hydration).

Another time dependence may exist in shrinkage due to the delay needed to establish thermodynamic equilibrium of water between macro pores and micropores. Part of the shrinkage, probably a large part, is due to a change in the disjoining pressure, and since the microdiffusion of water between micropores and macropores through which the thermodynamic equilibrium is established requires some time, the disjoining pressure must respond to humidity \( h \) in the macropores with a certain delay. This would mean that the determining the delayed part of \( \varepsilon_S(t) \) at time \( t \), one would have to substitute the value of \( h \) at an earlier time \( t - \Delta, \Delta \) being the characteristic lag. Alternatively, the delay may be obtained through a formulation exemplified in Equations (7.99)-(7.101) in the sequel.

### 7.6.3 Creep at drying as a constitutive property

The effect of pore humidity on creep is not completely understood at present, chiefly because of the difficulty of determining creep properties from tests on drying specimens which are in a highly non-uniform moisture state during the test and probably undergo significant microcracking.

One effect of pore humidity is however clear; if the pore humidity is constant, then the lower the pore humidity, the smaller the creep.\(^{149,150}\) At fully dried state \( (h = 0) \) the creep rate is only about 10% of that at fully saturated state \( (h = 1) \). This effect may be described by replacing \( \tau_\mu \) in the preceding rate-type equations with \( \tau_\Delta / \phi_\mu \) where \( \phi_\mu \) is a function of \( h \), roughly given as \( \phi_\mu = 0.1 + 0.9 h^2 \).

Another effect is that of a change in humidity. This effect remains rather clouded. Whereas after drying (after \( h \) attains a constant value) creep is less at lower humidity, during the drying process the creep is higher than at a sealed state (Hansen,\(^{90}\) Gluecklich and Ishai,\(^{87}\) Keeton,\(^{111}\) Kesler et al.\(^{113}\) Kesler and Kung,\(^{112}\) L'Hermitte,\(^{121}\) L'Hermitte and Mamillan,\(^{122}\) Mamillan,\(^{124}\) L'Hermitte et al.,\(^{123}\) Mamillan and Leland,\(^{28}\) Mullen and Dolch,\(^{140}\) etc.). This phenomenon apparently persists even for some time after the pore humidity has come down and reached equilibrium throughout the specimen. What is uncertain is how much of the creep increase observed in drying specimens (Pickett effect) is due to the non-uniform stress state of the specimen and the inherent microcracking (or tensile non-linearity), and how much of it is due to constitutive properties, e.g. a possible effect of the rate of pore humidity \( h \) upon the creep rate coefficient \( 1/\tau_\mu \).

A model which describes both of the aforementioned effects has been developed\(^{16,25,24,52}\) applying thermodynamics of multiphase systems and of adsorption to obtain a rate-type constitutive model. The effect of \( h \), if it exists, must be due to a thermodynamic imbalance between macropores and micropores, created by pore humidity changes, and to the resulting local diffusion between these two kinds of pores. In the process of drying (as well as wetting) of a concrete specimen one may distinguish two diffusion processes. One is the macroscopic diffusion in which the water molecules migrate through the pore passages of least resistance, involving the largest (capillary) pores and bypassing most of the micropores (gel pores and
interlayer spaces). This diffusion process controls the humidity in the macro-
pores, and is essentially independent of the applied load and deformation.
The other diffusion process is the local process of migration of water
molecules on the microscale between the macropores and the micropores.
This process is driven by a thermodynamic imbalance between the two
kinds of pores; more precisely, an imbalance (difference) between the values,
\( \mu_w, \mu_d \), of the specific Gibbs' free energy \( \mu \) in these pores. The values \( \mu_w \)
and \( \mu_d \), depend on the water content of pores (as well as temperature) and,
for the micropores but not the macropores, also on the stress in the solid gel
that is transmitted through water (hindered adsorbed water or interlayer
water) in the micropores and is caused by the applied load. The two separate
diffusion processes are certain to exist, but at present it is just a hypothesis
that the microscopic diffusion of water indeed affects to a significant extent
the mobility in the solid microstructure, thereby influencing creep.

The foregoing hypothesis has been applied to the Maxwell chain model in
which each partial stress \( \sigma_\mu (\mu = 1, 2, \ldots, N) \) is separated into two parts, \( \sigma_\mu^s \)
and \( \sigma_\mu^w \), imagined to represent the stresses in solids and in micropore water.
The uniaxial version of the constitutive equation then is: \(^{25,52}\)

\[
\begin{align*}
\dot{\sigma}_\mu^s + \phi_\mu \sigma_\mu^w &= E^s_\mu (\dot{\epsilon}_\mu - \dot{\epsilon}_\mu^w - \alpha_\mu^s T) \\
\dot{\sigma}_\mu^w + \phi_{\mu w} (\sigma_\mu^w - f_\mu (h, T)) &= E^w_\mu (\dot{\epsilon}_\mu - \dot{\epsilon}_\mu^w - \alpha_\mu^w T) \\
\alpha &= \sum_{\mu = 1}^{N} (\sigma_\mu^s + \sigma_\mu^w) 
\end{align*}
\]

Here \( E^s_\mu(t) \) and \( E^w_\mu(t) \) are separate spring moduli for solids and water; \( \dot{\epsilon}_\mu \)
is the part of shrinkage strain that is instantaneous with a change of humidity \( h \)
(relative vapour pressure) in the capillary pores; \( \alpha_\mu^s, \alpha_\mu^w \) are coefficients of
thermal dilatation that are instantaneous with temperature change; \( \phi_\mu \), \( \phi_{\mu w} \)
are the rate coefficients which replace the role of \( 1/\eta_\mu \) in Equation (7.56) and
reflect the rate of diffusion (or migration) of solids and water (hindered
adsorbed water and interlayer water) between the loaded and load-free
areas of cement gel microstructure; and \( f_\mu (h, T) \) are values of \( \sigma_\mu^w \) for which
the water in loaded areas (micropores) is in thermodynamic equilibrium with
water in the adjacent capillary pores. Coefficient \( \phi_{\mu w} \) is assumed to increase as
\( [\sigma_\mu^w - f_\mu (h, T)] \) increases; this models the drying creep effect\(^{25,52}\) and
since it expresses the acceleration of creep when thermodynamic equilibrium
does not exist between the water in loaded areas and the water in load-free
areas. Material functions \( f_\mu (h, T), \phi_{\mu s}, \phi_{\mu w}, E^s_\mu \), and \( E^w_\mu \), which give a good
agreement with test data on creep and shrinkage for specimens of various
sizes at various regimes of time-variable environmental humidity have been
found. \(^{52}\)

A step-by-step algorithm (of the exponential type) has been developed for
Equations (7.99)-(7.101), and their triaxial version was applied to analyse
by finite elements the stresses in drying cylinders\(^{22}\) and in drying floors.\(^{106}\)
Cracking or tensile non-linearity of concrete was considered in these
analyses. This rather sophisticated model led to a good agreement with most of
the existing test data on creep under various moisture conditions, exceeding
by far the results obtained with other constitutive models.

The present test data are however limited in scope, and could perhaps be
fitted equally well by different models. At present one cannot even exclude
the possibility—an attractive one because of its simplicity—that the pore
humidity rate \( h \) has no significant effect in the constitutive equation per se
and all of the creep increase due to drying is the consequence of internal
stresses and microcracking.\(^{195}\) More tests and theoretical analyses are
urgently needed to check this hypothesis.

Due to random fluctuations of environmental humidity, creep and shrinkage
in drying structures should be analysed probabilistically and some steps
in this direction have already been taken.\(^{205,203}\)

### 7.6.4 Calculation of pore humidity

From the preceding exposition we see that calculation of pore humidity as a
function of space and time is a necessary part of an analysis of stress
distributions in the presence of drying. A satisfactory model already exists
for this purpose.

In the early investigations, drying of concrete was considered as a linear
diffusion problem, but serious discrepancies were found. It is now reasonably
well documented by measurements that the diffusion equation that
governs moisture diffusion in concrete at normal temperatures is highly
non-linear, due to a strong dependence of permeability \( c \) and diffusivity on
pore humidity. The governing differential equation may be written as: \(^{37}\)

\[
\frac{\partial h}{\partial t} = k \text{ div} \mathbf{J} + \frac{\partial h(t_c)}{\partial t} + k \frac{dT}{dt} \quad \mathbf{J} = -c \text{ grad } h 
\]

where \( \mathbf{J} \) is water flux; \( k = \partial h/\partial w \) at constant temperature \( T \) and constant age
(\( \text{age of slope of desorption isotherm or sorption isotherm} \)); \( w \) is the specific pore
water content; \( \kappa = \partial h/\partial T \) at constant \( h \) and constant \( t_c \); and \( \partial h/\partial t \) is the
rate of self-desiccation, i.e. of the drop of \( h \) due to aging (hydration) at
constant \( w \) and constant \( T \). The function \( h(t_c) \) is empirical and represents a
gradual decrease of \( h \) from the initial value 1.00 to about 0.96 to 0.98 after
long conservation (without external drying). For desorption at room
temperature, coefficient \( k \) may be approximately taken as constant, in which case it
may be combined with \( c \), yielding \( C = kc \) = diffusivity.

The graph of \( C (or c) \) versus \( h \) decreases to about 1/20 as \( h \) drops from
0.90 to 0.60 (Figure 7.22). This is doubtless due to the fact that the rate of
moisture transfer is at room temperature controlled by migration of water
molecules in adsorbed layers, the rate of migration getting slower as the thickness of the adsorption layers decreases. A suitable empirical expression is\(^{37}\) (Figure 7.22):

\[
C = k_c = C_1(T, t_0)[0.05 + 0.95[1 + 3(1 - h^4)]^{-1}]
\]  
(7.103)

where \(C_1\) is the diffusivity at \(h = 1\), for which an approximate semi-empirical expression based on activation energy is also available:\(^{25}\)

\[
C_1(T, t_0) = C_0\left[0.3 + \left(\frac{13}{t_0}\right)^{1/2}\right] \frac{T}{T_0} \exp\left(\frac{Q}{RT_0} - \frac{Q}{RT}\right)
\]  
(7.104)

where \(Q/R = 4700\) K and \(T\) is absolute temperature.

The boundary conditions for \(t > t_0\) are: for sealed surface, normal flux \(j_n = 0\); and for perfect moisture transfer, \(h = p_e/p_{sw}(T)\) where \(p_e\) is the environmental vapour pressure and \(p_{sw}(T)\) is the saturation pressure for temperature \(T\) in concrete at its surface.

From the foregoing equations we can determine the size dependence of the drying process. We consider constant temperature, and also neglect the term \(\partial h/\partial t\) in Equation (7.102) since it is relatively small. We may further neglect the age dependence of slope \(k\) and permeability \(c\). Then Equation (7.102) becomes

\[
\frac{\partial h}{\partial t} = k(h) \frac{\partial}{\partial x_i} \left(c(h) \frac{\partial h}{\partial x_i}\right)
\]  
(7.105)

where \(x_i\) are Cartesian coordinates (\(i = 1, 2, 3\)). We now introduce the non-dimensional spatial coordinates \(\xi = x_i/D\), where \(D\) is a characteristic dimension of the body, e.g. the effective thickness. We restrict attention to geometrically similar bodies, whose all dimensions are fully characterized by \(D\), and we introduce the non-dimensional time

\[
\theta = (t - t_0)/\tau_x \quad \text{with} \quad \tau_x = D^2/C_1
\]  
(7.106)

where \(t_0\) is the age at the start of drying. Then \(\partial h/\partial t = C_1 D^{-2} \partial h/\partial \theta\). Also \(\partial h/\partial \xi = D^{-1} \partial h/\partial \xi\). Thus, Equation (7.105) yields:

\[
\frac{\partial h}{\partial \theta} = \frac{k(h)}{k_1} \frac{\partial}{\partial \xi} \left(c(h) \frac{\partial h}{\partial \xi}\right)
\]  
(7.107)

This diffusion equation is to be solved always for the same region of \(\xi\). The initial condition consists of prescribed values of \(h\). Assuming that the boundary conditions also consist either of prescribed time-constant values of \(h\) or of a sealed boundary (normal flux \(j_n = 0\)), the corresponding initial and boundary conditions in terms of variables \(\xi\) and \(\theta\) are the same for any \(D\). Thus, the solution in terms of \(\xi\) and \(\theta\) is independent of \(D\) as well as of \(k_1\) and of \(c_1\) (or of \(C_1\)), and depends only on the coefficients of Equation (7.105), i.e. on the functions \(k(h)/k_1\) and \(c(h)/c_1\) representing the relative variation of slope \(k\) and of permeability \(c\). These functions are the same for any \(D\). So, the time to reach the same stage of drying (e.g. the shrinkage half-time) is proportional to \(1/\tau_x\), i.e. to \(D^2/C_1\). This property, which we used in setting up Equation (7.12) for \(\tau_x\), is generally known for a linear diffusion equation (constant \(k\) and \(c\)) and here we show that it is also true for the non-linear diffusion equation, provided that the self-desiccation and the age dependence of permeability and of the slope of the sorption diagram are neglected.

When the pore humidity falls below 0.9, the hydration process is nearly arrested. Thus, neglect of the age dependence is well justified for drying at low ambient humidity, such as 0.5, while it is a poor assumption for a high ambient humidity such as 0.9; but this case is of little practical interest. The neglect of aging causes a more severe error for thicker bodies (larger \(D\)) since pore humidity lingers above 0.9 for a longer time period. Thus, the deviations from a \(D^2\) dependence of shrinkage half-time \(\tau_x\) are stronger for thicker bodies. On the other hand, in thin bodies another phenomenon may spoil the \(D^2\) dependence significantly; it is the cracking (and microcracking) produced by drying, which is more severe for a faster drying because the stresses produced by drying have less time to get relaxed by creep. At present little is known, however, how much the cracking affects permeability.\(^{202}\) It certainly greatly affects shrinkage and all deformations.

A finite element model for the foregoing diffusion equation (Equation (7.89)) may be developed using the Galerkin procedure, as is well known; see Bažant and Thongnthai\(^{48,49,32}\) and Figure 7.23.

### 7.6.5 Coupled moisture and heat transfer

Migration of moisture in concrete is produced not only by gradient of moisture concentration \(w\) (pore water content) but also by gradient of temperature. It seems that this effect, called thermal moisture transfer, is
adequately modelled by considering that the driving force of the diffusion flux is not grad $h$ or grad $w$ but grad $p$ where $p$ is the vapour pressure in the pores.

Central to the model are realistic formulations for the moisture diffusivity (or permeability) and for the equation of state of the pore water (sorption isotherms). Both of these properties are rather involved. As already mentioned, the diffusivity at room temperature is found to decrease about twenty times as the pore humidity $h$ decreases from 95% to 60%. Above $100^\circ$C the diffusivity becomes independent of $h$ (i.e. of pore pressure $p$), but another effect is observed (Figure 7.22): The permeability increases about 200 times as we increase the temperature from $90^\circ$C to $120^\circ$C. It seems that this effect may be explained by the enlargement of narrow necks on the flow passages in cement paste, and a transition to a flow that is controlled by viscosity of steam rather than migration of water molecules along adsorption layers which controls the diffusion at room temperature. These phenomena are illustrated in Figure 7.22.

In defining the equation of state, one must take into account the fact that the volume of pores decreases due to dehydration as concrete is heated beyond $100^\circ$C, and that the pressure forces pore water into the microstructure, thereby enlarging the pore volume available to liquid water or vapour.

If these phenomena are taken into account, then the well-known thermodynamic properties of water can be used to calculate pore pressures and moisture transfers and obtain agreement with the scant available measurements. A finite element program, based on Galerkin approach, has been developed for this purpose.\textsuperscript{45,49,32}

Due to the sharp rise of permeability, specimens heated over $100^\circ$C lose moisture very rapidly. At room temperature one can almost never expect to deal with fully dried concrete specimens, but at high temperatures the dried condition is typical, except for massive walls as in reactor vessels.

Experimental information on creep and shrinkage under controlled moisture conditions is almost non-existent for high temperatures. Data exist nearly exclusively for uniaxial creep and shrinkage of specimens from which the evaporable water was driven out due to heating, and which probably suffered great non-uniform stresses and microcracking during the heating. Because above $100^\circ$C the escape of water cannot be prevented without significant pressure on all specimen surfaces, triaxial tests are required if the moisture content should be controlled. In fact, uniaxial creep without moisture loss is a meaningless phenomenon above $100^\circ$C, impossible to simulate experimentally.

### 7.7 DETAILS OF SOME MODELS

#### 7.7.1 ACI model

The ultimate creep coefficient from Equation (7.13) is specified as follows:\textsuperscript{5,61,58,59}

$$C_u = 2.35K_i^*K_H^*K_T^*K_S^*K_F^*K_A^*$$  \hbox{(7.108)}

where $K_i^*$, $K_H^*$, $K_T^*$, $K_S^*$, $K_F^*$, and $K_A^*$ are called creep correction factors. These factors equal 1.0 (i.e. $C_u = 2.35$) for the following standard conditions: 4 in. or less slump, 40% environmental relative humidity, minimum thickness of member 6 in. or less, loading age 7 days for moist cured concrete and 1–3 days for steam-cured concrete. For other than the standard conditions, one has

$$K_i^* = \begin{cases} 1.25t^{-0.118} & \text{for moist cured concrete} \\ 1.13t^{-0.095} & \text{for steam cured concrete} \end{cases}$$  \hbox{(7.109)}

$$K_H^* = 1.27 - 0.0067h_e \quad h_e \geq 40\%$$

$$K_T^* = \begin{cases} 1.14 - 0.0237t_m & \text{for } t \leq 1 \text{ year loading} \\ 1.10 - 0.0177t_m & \text{for ultimate value} \end{cases}$$

$$K_S^* = 0.82 + 0.067S_e$$

$$K_F^* = 0.88 + 0.0024F_s$$

$$K_A^* = \begin{cases} 1.00 & \text{for } A_e \leq 6\% \\ 0.46 + 0.090A_e & \text{for } A_e > 6\% \end{cases}$$
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If these phenomena are taken into account, then the well-known thermodynamic properties of water can be used to calculate pore pressures and moisture transfer and obtain agreement with the scant available measurements. A finite element program, based on Galerkin approach, has been developed for this purpose.48,49,52

Due to the sharp rise of permeability, specimens heated over 100°C lose moisture very rapidly. At room temperature one can almost never expect to deal with fully dried concrete specimens, but at high temperatures the dried condition is typical, except for massive walls as in reactor vessels.

Experimental information on creep and shrinkage under controlled moisture conditions is almost non-existent for high temperatures. Data exist nearly exclusively for uniaxial creep and shrinkage of specimens from which the evaporable water was driven out due to heating, and which probably suffered great non-uniform stresses and microcracking during the heating. Because above 100°C the escape of water cannot be prevented without significant pressure on all specimen surfaces, triaxial tests are required if the moisture content should be controlled. In fact, uniaxial creep without moisture loss is a meaningless phenomenon above 100°C, impossible to simulate experimentally.

7.7 DETAILS OF SOME MODELS

7.7.1 ACI model

The ultimate creep coefficient from Equation (7.13) is specified as follows:5,6,15,58,59

\[ C_u = 2.35K_iK_rK_i K_p K_i K_p K_i \]  

(7.108)

where \( K_i \), \( K_H \), \( K_T \), \( K_S \), \( K_p \), and \( K_A \) are called creep correction factors. These factors equal 1.0 (i.e. \( C_u = 2.35 \)) for the following standard conditions: 4 in. or less slump, 40% environmental relative humidity, minimum thickness of member 6 in. or less, loading age 7 days for moist cured concrete and 1-3 days for steam-cured concrete. For other than the standard conditions, one has

\[ K_i = \begin{cases} 1.25t^{-0.118} & \text{for moist cured concrete} \\ 1.13t^{-0.095} & \text{for steam cured concrete} \end{cases} \]

(7.109)

\[ K_H = 1.27 - 0.0067h_e \quad h_e \geq 40\% \]

\[ K_T = \begin{cases} 1.14 - 0.023T_m & \text{for } t \leq 1 \text{ year loading} \\ 1.10 - 0.017T_m & \text{for ultimate value} \end{cases} \]

\[ K_S = 0.82 + 0.067S_c \quad K_c = 0.88 + 0.0024F_a \]

\[ K_A = \begin{cases} 1.00 & \text{for } A_c \leq 6\% \\ 0.46 + 0.090A_c & \text{for } A_c > 6\% \end{cases} \]
where \( t' \) is the loading age in days, \( h_e \) is the environmental relative humidity in percent, \( T_m \) is the minimum thickness in inches, \( S_c \) is the slump in inches, \( F_e \) is the per cent of fine aggregate by weight, and \( A_c \) is the air content in per cent of volume of concrete. The initial deformation is defined by

\[
E(t') = 33.3 \sqrt[p]{f'_c(t')} f'_c(t') = f'_c 28 \frac{t'}{4 + 0.85t'}
\]  

(7.110)

where \( p \) is the unit weight of concrete (normal-weight concretes only). The model is considered applicable only for ages at loading \( t' \geq 7 \) days.

The ultimate shrinkage coefficient \( \varepsilon_u^* \) is specified as follows:

\[
\varepsilon_u^* = \begin{cases} 
0.000800 K_H^* K_T^* K_I^* K_B^* K_F^* K_A^* & \text{for moist cured concrete,} \\
0.000730 K_H^* K_T^* K_I^* K_B^* K_F^* K_A^* & \text{for steam cured concrete}
\end{cases}
\]  

(7.111)

where \( K_H^*, K_T^*, K_I^*, K_B^*, K_F^*, \) and \( K_A^* \) are shrinkage correction factors. They equal 1.0 for the following standard conditions: 4 in. or less slump, 40% environmental relative humidity, and the minimum thickness of member 6 in. or less. For other than standard conditions the following shrinkage correction factors are used:

\[
\begin{align*}
K_H^* &= \begin{cases} 
1.40 - 0.010 h_e & 40% \leq h_e \leq 80% \\
3.00 - 0.030 h_e & 80% \leq h_e \leq 100% 
\end{cases} \\
K_T^* &= \begin{cases} 
1.23 - 0.038 T_m & \text{for } \leq 1 \text{ year loading} \\
1.17 - 0.029 T_m & \text{for ultimate value}
\end{cases} \\
K_I^* &= 0.89 + 0.041 S_c \\
K_B^* &= 0.75 + 0.034 B_e \\
K_F^* &= \begin{cases} 
0.30 + 0.0140 F_e & \text{for } F_e \leq 50\% \\
0.90 + 0.0020 F_e & \text{for } F_e \geq 50\%
\end{cases} \\
K_A^* &= 0.95 + 0.0080 A_c
\end{align*}
\]  

(7.112)

where \( B_e \) is the number of 94-lb sacks of cement per cubic yard of concrete. For \( f'_c \) and \( t_0 \), the following values are recommended: \( f'_c = 35 \) days; \( t_0 = 7 \) days for moist cured concrete; and \( f'_c = 55 \) days; \( t_0 = 1 \) to 3 days for steam-cured concrete.

As \( T_m \) \( \rightarrow 0 \) the factor \( K_T^* \) should approach 0.6 because an infinitely thick specimen is equivalent to concrete at pore humidity nearly 100%. Since Equation (7.109) for \( K_T^* \) does not satisfy this condition, the ACI Model cannot be applicable for very thick specimens.

### 7.7.2 CEB-FIP model

The functions and coefficients in Equations (7.14) and (7.15)\(^{68,162} \) are specified as

\[
\begin{align*}
\varepsilon_{e_0} &= \varepsilon_e, \varepsilon_{e_2} \\
\phi_d &= 0.4 \\
\phi_t &= \phi_t, \phi_{t_5} \\
F(t') &= \frac{1}{E_c(t')} + \frac{B_d(t')}{E_c(t')} \\
B_d(t') &= 0.8 \left( 1 - \frac{f'_c(t')}{f'_c} \right)
\end{align*}
\]  

(7.113)

\[
\begin{align*}
E_c(t') &= 1.25E_{c_0}(t') \\
E_{c_0}(t') &= 9500 [f'_c(t')]^{1/3} \\
E_{c_28} &= 9500 f'_c^{1/3}
\end{align*}
\]  

(7.114)

Here strain \( \varepsilon_{e_1} \) is defined by Table 0.1, column 4, of CEB-FIP 'Model Code for Concrete Structures'\(^{68} \) as a function of humidity \( h_e \); \( \varepsilon_{e_2} \) is defined by a graph in Figure e.5 as a function of the effective thickness defined as \( H_0 = \lambda (2A_c / U) \); \( A_c / U \) is the ratio of cross-sectional area to the exposed surface; \( \lambda \) is a function of \( h_e \) defined by Table e.1; \( B_d(t') \) is a function of \( t' \) defined by six graphs in Figure e.6 for various values of effective thickness \( H_0 \). Furthermore, age \( t \) is corrected for temperature in Section e.5 of CEB-FIP, 'Model Code for Concrete Structures',\(^{68} \) but the acceleration of creep due to temperature rise is not considered. Quantities \( f'_c, E_{c_0}, \) and \( E_c \) must all be given in MPa. The strength \( f'_c \) is given by a graph in Figure e.1 of CEB-FIP Model Code\(^{68} \) as a function of \( t' \); \( \phi_t \) is given in Table e.1 of CEB-FIP Model Code\(^{68} \) as a function of humidity \( h_e \); \( \phi_{t_5} \) is given by a graph in Figure e.2 of CEB-FIP Model Code\(^{68} \) as a function of effective thickness \( H_0 \); \( B_d \) is defined by a graph in Figure e.3 of CEB-FIP Model Code\(^{68} \) as a function of stress duration \( t' \); \( \beta_t \) is given by six graphs in Figure e.4 for various effective thicknesses \( H_0 \) (Table 2.3 of CEB-FIP Model Code\(^{68} \)) as a function of age \( t \) (corrected for temperature).

Note that in contrast to ACI and BP Models, the CEB-FIP Model is not defined completely by formulae. Graphs consisting of sixteen curves are used to define the functions.

### 7.7.3 BP model

The complete definition of this model\(^{42-44} \) is as follows. The shrinkage is described by:

\[
\varepsilon_{sh}(\hat{t}, t_0) = \varepsilon_{sh,k} k_h S(\hat{t}) \quad \hat{t} = t - t_0
\]  

(7.115)

\[
S(\hat{t}) = \left( \frac{\hat{t}}{\tau_{sh} + \tau} \right)^{1/2} \quad \tau_{sh} = 600 \left( \frac{k_s}{150} \right)^2 \frac{10}{C(t_0)} \quad D = 2 \frac{v}{s}
\]  

(7.115)
Creep and Shrinkage in Concrete Structures

For

\[ h = 0.98: \ k_h = 1 - h^3; \quad \text{for } h = 1.00: \ k_h = -0.2 \]

\[ C_i(t) = C_i k_i \left[ 0.05 + \sqrt{(6.3/t_i)} \right] \quad \varepsilon_{sh} = \varepsilon_{e,n} \frac{E(7 + 600)}{E(t_0 + \tau_{sh})} \]  \hspace{1cm} (7.115)

\[ k_i = \frac{T}{T_0} \exp \left( \frac{5000}{T_0} - \frac{5000}{T} \right) \]

in which \( D \) is an effective thickness of cross section (in mm), \( \nu/s \) is the volume-to-surface ratio, \( E(t_i) = 1/(J(t_i + 0.1, t_i) \) is the conventional elastic modulus, \( T_0 = 23^\circ C \) is reference temperature, \( C_i(t) \) is drying diffusivity at age \( t \) (in mm²/day), \( C_i \) is a given or assumed value \( C_i \) at age 7 days, \( k_S \) is the shape factor (= 1.0 for an infinite slab, 1.15 for an infinite cylinder, 1.25 for an infinite square prism, 1.30 for a sphere and 1.55 for a cube). Equations (9)-(10) of Bažant and Panula⁴³ give the coefficients \( \varepsilon_{e,n} \) and \( C_i \) as functions of strength \( f_i \), water/cement ratio \( w/c \), cement content \( c \), aggregate/cement ratio \( a/c \), and sand/cement ratio \( s/c \). If, however, at least one measured value of shrinkage on a small specimen is available, either \( \varepsilon_{e,n} \) or \( C_i \) may better be evaluated from this value, which improves the accuracy of prediction.

To take moisture effects into account, the BP Model distinguishes three long-time components of the creep function:

\[ J(t, t') = \frac{1}{E_0} + C_0(t, t') + C_0(t, t', t_0) - C_0(t, t', t_0) \]  \hspace{1cm} (7.116)

in which \( C_0(t, t') \) gives the basic creep, i.e. the creep in the absence of moisture exchange; \( C_0(t, t', t_0) \) gives the increase of creep due to simultaneous moisture exchange, in particular drying that proceeds simultaneously with creep; and \( C_0(t, t', t_0) \) gives the decrease of creep due to pre-drying; this decrease occurs long after the drying process reaches the final, stable state. Time \( t_0 \) is the age at the time the exposure to a drying environment begins. Term \( C_0(t, t', t_0) \) is negligible and may be omitted except when the cross section of concrete is very thin (≤10 cm) or the temperature is elevated. \( E_0 \) represents the asymptotic modulus which gives the asymptotic value of the deformation extrapolated to extremely short load durations (less than a microsecond, beyond the range of interest).

The basic creep is given by the double power law:

\[ C_0(t, t') = \frac{\phi_1}{E_0} \left( t_0^{e^{-\alpha}} + \alpha \right) - \left( t_0^{e^{-\alpha}} + \alpha \right) \]  \hspace{1cm} (7.117)

in which \( t_i' = \int \beta_1 \left( t' \right) dt' \), \( \phi_1 = \phi_1 C_T \), \( n_T = n \beta_T \). Here \( C_T \) and \( \beta_T \) introduce the effect of temperature \( T \) and may be taken as 1.0 when \( T = T_0 = 23^\circ C \) is reference temperature; then \( t_i' = t_i \), \( \phi_1 = \phi_1 \), \( n_T = n \). Coefficients \( \phi_1, n, m, \) and \( \alpha \) characterize the basic creep at reference temperature from load durations of \( t - t' = 10^{-7} \) day (dynamic range) through the short-time static load range (about 0.1 day) until at least 30 years. These coefficients as well as \( E_0 \) may be evaluated from Equations (15)-(19) of Bažant and Panula⁴³ as functions of standard cylinder strength \( f_c \), water/cement ratio \( w/c \), aggregate/cement ratio \( a/c \), aggregate/gravel ratio \( s/g \), unit mass of concrete \( \rho \), and the type of cement. Coefficients \( \beta_T, C_T, \) and \( n_T \) are defined by Equations (36)-(39) from Bažant and Panula⁴³ as functions of temperature \( T \), of age \( t_T \) at which this temperature begins, and of \( w/c, a/c \), and the cement type.

The creep increase during drying and the creep decrease after drying are given in the BP Model as:

\[ C_0(t, t', t_0) = \frac{\phi_1}{E_0} t_0^{e^{-\alpha}} \]  \hspace{1cm} (7.118)

\[ C_0(t, t', t_0) = \varepsilon_{e,n} k_i \varepsilon_{s,p}(t, t_0) C_0(t, t') \]

where

\[ \phi_1 = \left( 1 + \frac{\Delta t}{10} \right)^{1/2} \]

\[ k_i = 1 - h^{1.5} \]

\[ k_i = 1 - h^{2} \]

\[ S_0(t, t') = \left( 1 + \frac{10 \varepsilon_0 (k_i')^{1/4}}{t - t'} \right)^{1/4} \]

\[ S_0(t, t_0) = \left( 1 + \frac{100}{\Delta t} \right)^{1/4} \]

\[ \Delta t = \int_{t_0}^{t} \frac{t}{\tau_{sh}} \frac{dt}{\tau_{sh}} \]

\[ n' = \frac{c_5}{K_T} \]

\[ K_T = 1 + 0.4 \left[ 1 + \left( \frac{93.5}{T} \right)^{4/7} \right]^{-1} \]

\[ \Delta t = \int_{t_0}^{t} \frac{dt}{\tau_{sh}} \]

\[ n' = \frac{c_5}{K_T} \]

\[ K_T = 1 + 0.4 \left[ 1 + \left( \frac{93.5}{T} \right)^{4/7} \right]^{-1} \]

Here \( h \) is the relative humidity of the environment. In the integrals, \( \tau_{sh} \) must be evaluated for the given temperature as a function of time. When \( T = T_0 \), we have \( K_T = K_{sh} = 1.0 \). The material parameters \( C_p, C_d, \phi_1 \) and \( \phi_1 \) are functions of \( n, \varepsilon_{e,n}, f_c \) and of mix ratios \( s/a \), \( g/s \), and \( w/c \) as indicated by Equations (30)-(32) from Bažant and Panula⁴³.

A relatively simple refinement allows one to obtain cyclic creep, i.e. creep when a cyclic load is superimposed on a static load.⁴³

The composition effects in shrinkage are given by:

\[ C_i = \frac{c w}{8 c} - 12; \quad \text{for } C_i < 7 \text{ set } C_T = 7, \text{ for } C_i > 21 \text{ set } C_T = 21 \]

\[ \varepsilon_{e,n} = (1.21 - 0.88 y) 10^{-3} \]

\[ y = (390 z^{0.2} + 1)^{-1} \]

\[ z = \left[ 1.25 \left( \frac{a}{c} \right)^{1/2} + \left( \frac{g}{s} \right)^2 \left( \frac{1 + s/c}{w/c} \right)^{1/3} (f_c')^{1/2} - 12 \right] \]

if \( z > 0 \); else \( z = 0 \)
in which \( f'_c \) is the 28-day cylindrical strength in ksi (= 1000 psi = 6.89 MN/m²); \( w, c, a = \text{contents (masses) of water, cement and aggregate,} \) \( \text{kg/m}^3 \) of concrete; \( a = g + s \) where \( g, s \) are the masses of gravel and sand.

The composition effects in basic creep at reference temperature are:

\[
\phi_1 = \frac{10^3}{2(28^{-m} + \alpha)} \quad \alpha = \frac{0.025}{w/c} \quad m = 0.28 + f'_c^{-2}
\]

\[
n = \begin{cases} 
0.12 + 0.07(1 + 5130x^{-6})^{-1} & \text{for } x > 4 \\
0.12 & \text{for } x \leq 4 
\end{cases} \quad (7.121)
\]

\[
x = [2.1(a/c)(s/c)^{-1.4} + 0.1(f'_c)^{1.5}(w/c)^{1/2}(a/g)^{0.25}]a
\]

\[
a_1 = \begin{cases} 
1 & \text{for cement types I and II} \\
0.93 & \text{for type III} \\
1.05 & \text{for type IV}
\end{cases}
\]

When a measured value \( E \) of conventional elastic modulus is known, one substitutes \( 1/E = J(t') + 0.1, t' \) into Equation (7.116) for \( T = T_0 \) and solves for \( E_0 \). The same is done when any value of \( J(t, t') \) is known. When there is no drying and \( E \) pertains to age 28 days, one simply has \( E_0 = 1.5E \). When no measured value is known, one may use:

\[
\frac{1}{E_0} = 0.09 + \frac{1}{1.7z_1} \quad z_1 = 0.00005p^2f'_c \quad (7.122)
\]

The coefficients for the temperature effect in basic creep are:

\[
\beta_T = \exp \left( \frac{4000}{T_0} - \frac{4000}{T} \right) \quad C_T = c_T c_0 \quad c_0 = \frac{1}{8}(\frac{w}{c})^{2/3} \quad a_1
\]

\[
c_T = \frac{19.4}{1 + (100/T_0)^{3.5}} - 1 \quad \tau_T = \frac{1}{1 + 60(t_0)^{0.66}} + 0.78 \quad (7.123)
\]

\[
n_T = B_T n \quad B_T = \frac{0.25}{1 + (74/T)} + 1 \quad \hat{T} = T - 253.2.
\]

Here \( f' \) and \( E \) must be in ksi, \( T \) in degrees Kelvin, \( \hat{T} \) in degrees Celsius. The composition effects for drying creep are estimated as follows:

\[
c_p = 0.83 \quad c_d = 2.8 - 7.5n
\]

For \( r > 0 \):

\[
\phi_d = 0.008 + 0.027u \quad u = \frac{1}{1 + 0.7r^{-1.4}}
\]

\[
r = 56000 \left( \frac{a}{f'_c} \right)^{0.3} \left( \frac{c}{f'_c} \right)^{0.13} \left( \frac{w/c}{c_0} \right)^{1.5} - 0.85; \quad (7.124)
\]

for \( r \leq 0 \): \( \phi_d = 0.008 \).

A simplified version of the BP Model can be found in Bažant and Panula.\(^{45}\)

### 7.7.4 Material characterization for a general purpose program

Different characterizations of creep and shrinkage may be appropriate in various situations. For the input of material properties, the following scheme, used in one recent finite element program\(^{46}\) and listed in full in Ref. 199, may be provided for the input of material properties.

The data input subroutine, MATPAR,\(^{199}\) has the following options:

1. \( J(t, t') \) is specified as an array of values. No drying.
2. \( J(t, t') \) and \( \varepsilon_{sh}(t, t_0) \) are specified as an array. Drying.
3. \( J(t, t') \) is given by double power law, for which all parameters are given, no drying.
4. Same as (3) but all double power law parameters except \( E_{ca} \) are generated from the given strength and composition parameters.
5. Same as (4) except that \( E_{ca} \) is also predicted from the strength and composition parameters.
6. \( J(t, t') \) is defined by the double power law plus drying term \( C_d(t, t') \), and shrinkage is given by a formula. All parameters are given.
7. Same as (6) but all parameters except \( E_{ca} \) and \( \varepsilon_{sh} \) are predicted from the strength and composition.
8. Same as (6) but all parameters except \( E_{ca} \) are predicted from the strength and composition.
9. Same as (6) but all parameters are predicted from the strength and composition.
10. The double power law parameters \( E_0 \) and \( \phi_1 \) are determined by the best fit of the given, array of values \( J(t, t') \) which may be of limited range; \( m, n, \alpha \) are given. No drying. Coefficient of variation for the deviations from given \( J(t, t') \) is computed and printed.
11. Same as (10) but \( m, n, \alpha \) are predicted from given strength and composition.
12. Same as (10) but drying is included.
13. Same as (11) but drying is included.

The subroutine for evaluating the compliance function, COMPLF, has the following options:\(^{199}\)

1. \( J(t, t') \) is evaluated by interpolation or extrapolation from a given array of values.
2. \( J(t, t') \) is evaluated from a formula without the drying term.
3. \( J(t, t') \) is evaluated from a formula with the drying term.
Subroutine for Dirichlet series expansion,\textsuperscript{199} DIREX

The coefficients $\tilde{E}_u'(t')$ of Dirichlet series expansion of $J(t, t')$ or $R(t, t')$ at various discrete times are automatically generated from $J(t, t')$. Then, as a check, the values of $J(t, t')$ are calculated from the Dirichlet series expansion of $J(t, t')$ or $R(t, t')$, and the coefficient of variation of their deviations from the originally given $J(t, t')$ is computed and printed.

In case that Dirichlet series expansion of $R(t, t')$ is used, this subroutine\textsuperscript{199} consists of subroutine RELAX that computes the discrete values of $R(t, t')$ from $J(t, t')$, subroutine MAXW that computes the discrete values of the moduli $E_m(t')$ of the Maxwell chain, and subroutine CRCURV that computes for a check the discrete values of the creep curves back from the discrete values of $E_m(t')$ and evaluates the coefficient of variation of deviations.

The subroutine for shrinkage function, SHRF, has the options:

1. $\tilde{e}_s(t, t_0)$ is evaluated by interpolation or extrapolation from given array of values.
2. $\tilde{e}_s(t, t_0)$ is evaluated from a formula.

Subroutine for Dirichlet series coefficients or Maxwell chain moduli $E_m(t')$

These coefficients at any time are evaluated by interpolation from the values of $E_m$ at certain discrete times.

7.7.5 Proof of age-adjusted effective modulus method\textsuperscript{23}

Assume that the strain in excess of the shrinkage strain $\varepsilon^0(t)$ varies linearly with $J(t, t_0)$. This means that it also varies linearly with $\phi(t, t_0)$, i.e.

$$\varepsilon(t) - \varepsilon^0(t) = \varepsilon_0 + c\phi(t, t_0) \quad \text{for } t > t_0$$

(7.125)

and $\varepsilon(t) - \varepsilon^0(t) = 0$ for $t < t_0$. Substituting $\phi(t, t_0) = E(t_0)J(t, t_0) - 1$, and noting that, by definition, $J(t, t_0) = E^{-1}H(t - t_0)$ where $E^{-1}$ = creep operator such that Equation (7.16) has the form $\varepsilon(t) = E^{-1}\sigma(t) + \varepsilon^0(t)$, and $H(t - t_0) = \text{Heaviside step function}(1 = 1 \text{ for } t > t_0, 0 \text{ for } t < t_0)$, Equation (7.125) may be rewritten as

$$\varepsilon(t) - \varepsilon^0(t) = (\varepsilon_0 - c)H(t - t_0) + cE(t_0)E^{-1}H(t - t_0)$$

(7.126)

Observing that

$$EH(t - t_0) = R(t, t_0), \quad EE^{-1}H(t - t_0) = H(t - t_0)$$

(7.127)

where $E$ = relaxation operator such that Equation (7.19) has the form $\sigma(t) = E[\varepsilon(t) - \varepsilon^0(t)]$, we may apply operator $E$ to both sides of Equation

(7.126). This yields

$$\sigma(t) = (\varepsilon_0 - c)R(t, t_0) + cE(t_0)$$

(7.128)

We conclude that if the strain varies linearly with $J(t, t_0)$ or $\phi(t, t_0)$, then the stress varies linearly with $R(t, t_0)$.

Denote now

$$\Delta\sigma(t) = \sigma(t) - \sigma(t_0), \quad \Delta\varepsilon(t) = \varepsilon(t) - \varepsilon(t_0), \quad \Delta\varepsilon^0(t) = \varepsilon^0(t) - \varepsilon^0(t_0)$$

(7.129)

Substituting this and the relations

$$\varepsilon_0 = \frac{\sigma(t_0)}{E(t_0)} + \varepsilon^0(t_0), \quad c = \frac{\Delta\varepsilon(t) - \Delta\varepsilon^0(t)}{\phi(t, t_0)}$$

(7.130)

into Equation (7.128), we obtain

$$\sigma(t_0) + \Delta\sigma(t) = \left[\frac{\sigma(t_0)}{E(t_0)} + \varepsilon^0(t_0)\right]R(t, t_0) + \left[E(t_0) - R(t, t_0)\right]\frac{\Delta\varepsilon(t) - \Delta\varepsilon^0(t)}{\phi(t, t_0)}$$

(7.131)

or

$$\Delta\sigma = \frac{E(t_0) - R(t, t_0)}{\phi(t, t_0)}(\Delta\varepsilon - \Delta\varepsilon^0 - \Delta\varepsilon^n) \quad \text{with } \Delta\varepsilon^n = \frac{\sigma(t_0)}{E(t_0)}\phi(t, t_0)$$

(7.132)

This is identical to Equations (7.28)–(7.29), which completes the proof.\textsuperscript{23}

7.7.6 Sign of $\partial^2 J/\partial t \partial t'$ for Maxwell chain

The fact that for Maxwell chain model the sign of this mixed derivative is not restricted to be positive (Section 7.5.1) was proven by Bažant and Kim.\textsuperscript{33} A shorter proof may be given as follows. We consider a strain history $\varepsilon(t)$ that starts with a jump at $t'$ and is smooth afterwards. Equation (7.19) may then be written as

$$R(t, t')\varepsilon(t') + \int_{t'}^{t} R(t, \tau) \frac{d\varepsilon(\tau)}{d\tau} d\tau = \sigma(t)$$

(7.133)

In particular we consider that $\varepsilon(t) = J(t, t')$, in which case $\sigma = 1$ for $t > t'$. Equation (7.133) then becomes

$$\frac{R(t, t')}{E(t')} + \int_{t'}^{t} R(t, \tau) \frac{\partial J(t', \tau)}{\partial \tau} d\tau = 1$$

(7.134)
where $E(t') = R(t', t)$. Now we substitute Equation (7.40) for $R(t, t')$ according to the Maxwell chain model, and we get

$$
\frac{1}{E(t')} \sum_{\mu} E_{\mu}(t') \exp \left[ y_{\mu}(t') - y_{\mu}(t) \right] + \int_{t'}^{t} \frac{\partial J(t', t)}{\partial t} dt = 1
$$

(7.135)

where $E(t') = \sum_{\mu} E_{\mu}(t')$. Differentiating this first with respect to $t$ we get rid of the integral, and differentiating again with respect to $t'$ we obtain

$$
\frac{\partial^2 J(t, t')}{\partial t \partial t'} = \frac{1}{\sum_{\mu} E_{\mu}(t')} \sum_{\mu} y_{\mu}(t) \frac{d}{dt'} \left( \frac{E_{\mu}(t')}{\sum_{\mu} E_{\mu}(t')} \exp \left[ y_{\mu}(t') \right] \right)
$$

(7.136)

Here $E_{\mu}(t')$ and $y_{\mu}(t')$ are increasing functions, but because of the increasing sum $\sum_{\mu} E_{\mu}(t')$ in the denominator, there is no reason for this expression to be always non-negative.

### 7.8 Summary and Conclusions

The greatest uncertainty in the analysis of creep and shrinkage effects in concrete structures stems from material characterization, both the numerical values of material parameters defining creep and shrinkage and the form of the constitutive relations. The determination of creep at constant stress is described first and various practical prediction models are given. For the case of exposed concrete subjected to drying, the existing models do not specify material properties but the mean compliance function and the mean shrinkage of the entire drying cross section. Such material characteristics allow determining the mean forces and deformations in the cross sections of beams, frames, plates or shells but not the stresses and strains at various points of the cross section.

As for the constitutive relations applicable at arbitrarily variable stress, only the linear theory based on the principle of superposition is well developed. Various forms of the integral-type constitutive relations, based on the compliance function, the impulse memory function, the relaxation function, and their multiaxial forms are outlined. Subsequently, step-by-step algorithms based on approximating the history integral by a finite sum are presented. Finally, a simple method called the age-adjusted effective modulus method, which allows an easy approximate determination of creep and shrinkage effects by means of a single elastic finite element analysis, is indicated.

For the analysis of large structural systems it is necessary to avoid history integrals and use an equivalent rate-type formulation. Such a formulation is generally obtained by expanding the compliance function or the relaxation function into a series of real exponentials, called a Dirichlet series. This representation is equivalent to assuming an age-dependent Kelvin or Maxwell chain model. The rate-type formulation also allows a simple extension to variable temperature, in which the activation energy concept is used to model both the acceleration of creep rate due to heating and the acceleration of aging (hydration) which offsets the increase in creep rate. Special step-by-step algorithms, called exponential algorithms, are required to allow an unrestricted increase of the time step as the rate of change of stresses and strains declines with the passage of time.

Most of the discrepancies between measurements and linear theory applications can be traced back to various non-linear effects. First, the phenomenon of aging in the context of linear constitutive relations leads to certain violations of thermodynamic restrictions relative to the dissipation of energy in the chemical hydration process. It seems that such violations cannot be avoided without passing to a non-linear theory. The main non-linear phenomena in creep are the flow, which consists in an increase of creep well beyond proportionality as the stress approaches the strength limit, and the transition to stiffening non-linearity, which describes the stiffening of the material due to previous sustained compression. A proper model for cracking and tensile non-linear behaviour is also an important ingredient of a finite element program if realistic results should be obtained.

The most complicated aspect of concrete creep is the moisture effect. The pore humidity as well as temperature affect the rate of aging (hydration). Shrinkage, when considered as a constitutive (material) property rather than a cross-section mean property, is not a function of time but a function of pore humidity or specific water content. Regarding the constitutive relations for creep at the presence of drying, it is not clear at present whether the acceleration of creep observed at drying is due mainly to microcracking and tensile non-linear behaviour, or whether some intrinsic mechanism on the microscale, such as, for example, the diffusion of moisture (water) between gel micropores and capillary macropores, causes a significant increase of creep rate. Calculation of creep and shrinkage effects requires, of course, numerical determination of pore humidity distributions at various times. For this purpose a non-linear diffusion model, which agrees with experiments relatively well, is available. When both water content and temperature vary in time and space, a coupled moisture and heat transfer must be considered.

Overall, it may be concluded that the theory of creep and shrinkage has seen a tremendous progress during the last decade. However, a number of important questions are still open and much further research, which is likely to lead to many revisions in the foregoing presentation, will have to be carried out.
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