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ABSTRACT: Undrained constant-volume creep of anisotropically consolidated specimens of clay is mathematically described by the microplane model, which is based on the assumption that the shear strain rates on the contact planes between mutually sliding clay platelets (the microplanes) are the resolved components of the macroscopic strain rate. Thus, the microstructure is assumed to be kinematically constrained. The rate of shear on the microplanes is assumed to be governed by activation energy (rate process theory). The matrix of the current viscosities is obtained as an integral over all spatial directions involving the shear strain rates for the microplanes. This integral, which is evaluated numerically as a summation, gives the dependence of the viscosity matrix on the applied macroscopic stress. Anisotropy of the clay is characterized by a function of the spherical angles describing the relative frequency of clay platelets of various orientations. This function can be approximately estimated from X-ray diffraction measurements. The model involves only two material parameters for the stress dependence and one for the time scale of creep rate. Satisfactory fits of test data on remolded clay samples anisotropically consolidated in the laboratory are achieved, but applicability in the field remains experimentally unverified.

INTRODUCTION

It is now widely recognized that formulation of a realistic and broadly applicable constitutive relation for clay, as well as any other materials, has to be based on micromechanics of deformation and description of the physical processes involved on the microstructural level. The physical concept, which describes the essence of creep in many materials including clay, is the concept of activation energy, as introduced in the rate-process theory by Eyring and coworkers (11,14). That this concept applies to clay was established by Murayama and Shibata (19), Christensen and Wu (10), and others (9,30,31). However, the application of the activation energy concept in these formulations was restricted to a relation between a single stress component and a single strain component, implying that the stress level for all interparticle contacts in which sliding occurs was the same. Thus, the details of the microstructure, and the triaxial tensile aspects of deformation were ignored, for the sake of simplicity. This approach, therefore, could not distinguish different shear rates on planes of various orientations with different shear stresses, and it could not take into account anisotropy, which is typical of most clays.

The tensorial aspect and micromechanics of deformation based on microstructure geometry were introduced into an activation energy formulation for clay in Ref. 8. This work modeled, in an idealized way, the fact that clays normally possess a fabric with a preferred particle orientation causing the creep properties to be anisotropic. A two-dimensional microstructural model was set up to take into consideration the distribution of particle orientations. The model was based on a triangular cell of three straight-line particles sliding over each other at a speed determined by activation energy according to the shear force transmitted by the interparticle contact. By equating the rate of energy dissipation within all such cells to the macroscopic continuum energy dissipation rate, and using variational calculus arguments, the current viscosity matrix and the matrix of nonviscous stress component was derived and their dependence on a two-dimensional stress tensor was determined. The anisotropic viscosity matrix and nonviscous stress matrix were obtained by averaging their values for all possible triangular cells according to a given frequency distribution of particle orientations. Although three-dimensional creep was approximately described through a combination of two-dimensional models for coordinate planes, the conceptual limitation of the approach from Ref. 8 to two-dimensional deformation has been a serious drawback. The triangular cell might be generalized to three dimensions as a polyhedral cell, however the formulation would become rather complicated.

Therefore, a different approach is adopted in this study. Instead of dealing with triangular cells in which each particle slides over its neighbors, we will deal directly with the individual contacts assuming that their relative slip rate is determined by the macroscopic strain rate tensor in a manner analogous to the well-known slip theory of plasticity (3) but differs from it by the use of a kinematical instead of stictional constraint. In contrast to the triangular cell model from Ref. 8, this approach does not imply that every clay particle slips over its neighbor. Rather, it permits that the clay particles form groups and relative slips occur only between particles from neighboring groups but not between the particles of the same group. This picture is more realistic according to the current knowledge of clay microstructure.

Our ultimate objective is to formulate the current incremental viscosity matrix as a function of the macroscopic strain rate tensor or stress tensor, and to compare the formulation to existing laboratory data on the anisotropy of creep. Our analysis will be limited to deviatoric creep. Volume dilatancy will be ignored since its treatment is beyond the scope of present work. Development of a refined model that covers dilatancy is in progress and is planned for a subsequent paper.

OBJECTIVES AND METHOD OF APPROACH

We are trying to develop a constitutive model of the following properties:

1. The inelastic deformation is caused by sliding at interparticle contacts.
2. This sliding is governed by activation energy (rate process theory).
3. The frequency distribution of the orientations of the interparticle contact planes is prescribed, e.g., according to microstructure observations.
4. The model is not restricted to two dimensions but takes into account a three-dimensional frequency distribution of the contact plane orientations.

5. The model predicts the current incremental viscosity matrix as a function of the current strain rate tensor or stress tensor.

6. The model can be implemented in a finite element computer program.

To correlate interparticle sliding to the macroscopic strain rate tensor, we adopt an approach analogous to the slip theory of plasticity (3). In this approach, first suggested by Taylor (28), the constitutive properties are defined independently on planes of various orientations within the material, and the contributions from all such planes are then suitably superimposed. As suggested by Taylor, there are two simple possibilities; either the microstructure is statically constrained, in which case the stresses (on each plane contributing to inelastic deformation) are the resolved components of the macroscopic stress tensor, or the microstructure is kinematically constrained, in which case the strains or strain rates are the resolved components of the macroscopic tensor of strain or strain rate. The former approach has been used in all works dealing with plasticity of metals, and was also applied to clay by Pande and Sharma (22), although without recourse to the activation energy concept. The latter approach, i.e., a kinematically constrained microstructure, was introduced in a recent study (5,7) of the micromechanics of inelastic deformation in concrete. This approach was adopted for two reasons: (1) It was necessary to model strain-softening, which does not permit a statically constrained microstructure for reasons of instability; and (2) a better agreement with test data was obtained, apparently because the highly localized inelastic deformation in the contact zones between aggregate particles is closer to being constrained to the macroscopic deformation rather than to the macroscopic stress. This latter reason seems to also apply to clay, and we will therefore assume a kinematically constrained microstructure even though the aforementioned first reason is not applicable here since we do not attempt to model strain softening in clay.

Also, the second approach is more stable numerically.

The planes of various orientations in the microstructure in which the inelastic deformation is concentrated may be concisely called the microplanes (4,5,7). In previous works, the kinematically constrained microplane model, which was developed for concrete (5,7), involved only normal stresses and strains on the microplanes, while the classical statically constrained models for polycrystalline metals involved only shear stresses and strains. For clay, we will use the shear stresses and shear strain rates on the microplanes in order to describe the inelastic deformation because particle slipping is a shear process (however, particle slipping possibly caused by volume change must be ignored in this approach).

Under a kinematic constraint, the general formulation of the microplane model developed in Ref. 4 will be followed here. However, the normal stress rates on the microplanes, which were used in Ref. 4, may be neglected since we intend to describe only the deviatoric deformations and relegate the description of volume changes to subsequent work.

The basic assumption in the present model is that the sole source of inelastic deformation (creep) of clay is interparticle sliding. This means that we neglect a possible contribution from rearrangements of platelet connectivity due to locally large relative displacements and rotations.

**DERIVATION OF VISCOSITY TENSOR**

First we need to calculate the components \( \epsilon'_{ij} \) of the strain on a microplane of normal \( \hat{n} \) at which slip in interparticle contact is taking place [Fig. 1(a)]. We use cartesian tensors in coordinate system \( x_i (i = 1, 2, 3) \). Latin lower-case subscripts denote components along these axes, and their repetition implies summation from 1 to 3, as usual. Because a kinematically constrained microstructure is assumed, the components of the strain vector \( \bar{\epsilon}^* \) on any microplane are the resolved components of the macroscopic strain tensor \( \epsilon_{ij} \), i.e.

\[
\bar{\epsilon}_{ij}^* = n_i n_j \epsilon_{ij}
\]

in which \( n_i \) is the direction cosines of the unit normal to the microplane.

Projection of the microplane strain vector (Eq. 1) onto \( \hat{n} \) yields the following magnitude of the normal strain on the microplane and components of its vector:

\[
\begin{align*}
\epsilon_N &= n_i n_j \epsilon_{ij} = n_i n_j n_k \epsilon_{ik} \\
\bar{\epsilon}_{ij}^N &= n_i n_j \epsilon_{ij} \\
\end{align*}
\]

The magnitude of the strain vector on the microplane is

\[
[\bar{\epsilon}^*] = \left[ (\epsilon'_{ij})^2 \right] = (n_i \epsilon_{ij} n_k \epsilon_{ik})^{1/2}
\]

and the vector of the tangential (shear) strain component on the microplane then is [Fig. 1(a)]

\[
\bar{\epsilon}_\tau = \bar{\epsilon}^* - \bar{\epsilon}_N
\]

the magnitude of which is

\[
\epsilon_\tau = [\bar{\epsilon}^*_\tau] = (\epsilon_{\tau i} \epsilon_{\tau j})^{1/2}
\]

or

\[
[\epsilon_\tau] = [\bar{\epsilon}_\tau]^2
\]

This leads to the following expressions for the components of the shear vectors:

\[
\begin{align*}
\epsilon'_{ij} &= (\epsilon_{ij} - \epsilon_{NN} \delta_{ij}) = \epsilon_{ij} - \epsilon_{NN} \\
\end{align*}
\]
strain vector on the microplane and for the magnitude of this vector:

\[ \varepsilon_T = \left(\varepsilon_n \delta_N - \varepsilon_n \varepsilon_m \varepsilon_m \right) \] .................................................. (8)

\[ \varepsilon_T = \left(\varepsilon_n \varepsilon_m \varepsilon_m \right)^{1/2} \] .................................................. (9)

The microstructure of clay consists of an agglomerate of randomly oriented microscopic platelets of clay minerals, resembling a house of cards (1,2,12,13,15,16,27,29) [see Fig. 2(a)]. The clay platelets are bound together at isolated contact points by electrostatic forces. These bound are meta-stable, chiefly due to the hydrophobic nature of clay platelets and the presence of water filling all interstitial space. The relative sliding of clay platelets at their contact points is caused by ruptures and reformations of the interparticle bonds. Because the processes of bond rupture are generally described by the rate-process theory (11,14), it is not surprising that this theory has been found applicable to clays (8,10,17–21,25,30,31). According to this theory, the rate of sliding in clay platelet contacts, characterized by \( \dot{\varepsilon}_T \) (with the superior dot denoting the time rate) is expressed as

\[ \dot{\varepsilon}_T = k_1 \sinh \left( \frac{k_2 \varepsilon_T}{k_1} \right) \] .................................................. (10)

in which \( \varepsilon_T \) = the shear (tangential) stress component on the same microplane (i.e., the plane of sliding), and

\[ k_1 = \frac{2A}{h} \int f^{-n} e^{-Q/RT} \, dt = k_0 f^{-n} \] .................................................. (11)

\[ k_2 = \frac{V_s}{RT} \] .................................................. (12)

Here, \( T \) = absolute temperature; \( Q \) = activation energy of interparticle bonds; \( R \) = universal gas constant; \( k \) = Boltzmann constant; \( h \) = Planck constant; \( V_s \) = activation volume; \( m, A \) = empirical constants of which \( A \) characterizes the number of active bonds at the moment of stress application; and the power function \( f^{-n} \) of time \( t \) describes, according to Singh and Mitchell (25), the time decay of the creep rate at constant stress caused by gradual exhaustion of the active bond sites. For our purposes, it is more convenient to use the inverted form of Eq. 10, which is

\[ \tau_T = \frac{1}{k_2} \sinh^{-1} \left( \frac{\varepsilon_T}{k_1} \right) \] .................................................. (13)

According to the current view of creep mechanisms, groups of clay platelets (particles) tend to be essentially fixed and move together, while the relative sliding occurs only between particles from adjacent groups but not within those from one and the same group. This mechanism of creep requires no change in our formulation since Eqs. 10–13 apply only to the active interparticle contacts between these groups of particles and not to the fixed interparticle contacts within the groups.

The magnitude \( \tau_T \) has already been calculated but its direction must still be determined. The clay platelets have a crystalline structure, and so, no doubt, there exist some preferred directions in the plane of each platelet. Thus, the slip direction would not, in general, coincide with the shear stress direction in the contact plane. However, the available measurement techniques, such as the X-ray diffraction, reveal nothing about preferred orientations with the plane of clay platelet; at best they give information only on the frequency of average orientations of the normals to the platelets. From the statistical viewpoint, we must assume that, when viewed from the tip of vector \( \hat{n} \), the deviations of the slip directions to the left and to the right of the shear stress vector direction are equally likely (frequent) among all contact planes of orientation \( \hat{n} \). Therefore, we will assume that, as an approximation, the slip direction in each contact plane on the average coincides with the shear stress direction, i.e., vectors \( \varepsilon_T \) and \( \hat{n} \) are in each microplane parallel. This means that the components of the shear stress vector are

\[ \tau_T = \frac{1}{k_2} \varepsilon_i \sinh^{-1} \left( \frac{\varepsilon_T}{k_1} \right) \] .................................................. (14)

in which \( \varepsilon_i \) = the direction cosines of the shear strain rate vector, i.e.

\[ \varepsilon_i = \frac{\varepsilon_T}{\varepsilon_T} \] .................................................. (15)

Parallel vectors of slip and shear stress on each microplane are also obtained (4) from a formulation analogous to the theory of plasticity, in
which the slip direction is assumed to be normal to a two-dimensional plastic (or viscoplastic) potential surface in the plane of each contact, provided this potential surface is isotropic (i.e., circular) within each contact plane. The assumption of isotropy within each contact plane (albeit not for clay as a whole) is again inevitable if there is no information on preferred orientations within the plane of each platelet. Note also that a theory in which the slip and shear stress directions in each microplane need not be parallel would be much more complicated than the present one.

In contrast to the previous formulation from Ref. 8, the present model does not require that every inter-platelet contact must be tip to plane. Contacts edge to plane, or tip to edge, or edge to edge are also admissible in these dimensions since they permit sliding. However, the sliding contacts can hardly be imagined as tip to tip, since there would be no room for finite relative displacement. Plane to plane contacts of platelets, giving the densest possible configuration of solids, are unlikely to occur.

To establish the equilibrium relation between the microstresses on the microplanes of all orientations and the macroscopic stress tensor, we may use the principle of virtual work. The macroscopic virtual work of stresses per unit volume of clay is \( \sigma_0 \delta \epsilon_{\tau} \), in which the macroscopic stress tensor \( \sigma_0 \) must be interpreted as the effective stress tensor, i.e.

\[
\sigma_0 = t_s - \delta \rho \tag{16}
\]

in which \( p \) = pore water pressure; and \( t_s \) = total stress in the solid-water system. The principle of virtual work requires that the virtual work of the macroscopic stresses on any variations \( \delta \epsilon_{\tau} \) of the macroscopic strain rate \( \epsilon_{\tau} \) within a small unit sphere (of radius 1) must be equal to the virtual work done by the shear stresses on the microplanes of all orientations. This condition may be written as

\[
\delta W = \frac{4\pi}{3} \sigma_0 \delta \epsilon_{\tau} = 2 \int_S \tau_{ij} \delta \epsilon_{\tau} f(\hat{n})dS
\]

\[
= 2 \int_S \frac{1}{k_{j} k_{T}} \left( n_j \delta \tau_{ij} - n_i \delta \tau_{ij} \right) f(\hat{n})dS \tag{17}
\]

or

\[
\sigma_0 \delta \epsilon_{\tau} = \left[ \frac{3}{2\pi} \int_S \frac{1}{k_{j} k_{T}} \left( \sinh^{-1} \frac{\epsilon_{\tau}}{k_{j}} \right) f(\hat{n})dS \right] \epsilon_{\tau} \delta \epsilon_{\tau} \tag{18}
\]

The integration needs to be carried out only over the surface of a unit hemisphere, \( S \), since the integrand values at two diametrically opposite points of the surface of the sphere are equal. \( f(\hat{n}) \) is the given distribution function for the frequency of orientations of the planes of sliding interplatelet contacts. Furthermore

\[
b_{ijm} = \eta \left( n_i \delta \tau_{ij} - n_j \delta \tau_{ij} \right) = \delta_{ik} n_k n_m - n_i n_j n_k n_m \tag{19}
\]

This tensor is not symmetric with regard to the interchange of subscript \( i \) with \( j \) and \( k \) with \( m \). But it may be written as a sum of a symmetric part and an antisymmetric part

\[
b_{ijm} = b_{ijm} + \tilde{b}_{ijm} \tag{20}
\]

in which the symmetric part is

\[
b_{ijm} = \frac{1}{4} \left( \delta_{ik} n_i n_m + \delta_{ik} n_i n_m + \delta_{ik} n_i n_m - n_i n_j n_k n_m \right) \tag{21}
\]

Therefore, it is always true that

\[
b_{ijm} \delta \epsilon_{\tau} = 0 \tag{22}
\]

because tensors \( \delta \epsilon_{\tau} \) and \( \delta \epsilon_{\tau} \) are symmetric. Now, substituting Eq. 20 into Eq. 18 and taking into account Eq. 22, we find that

\[
\sigma_0 = \eta \epsilon_{\tau} \tag{23}
\]

in which \( \eta \) represents the fourth-order tensor of current viscosities, defined as

\[
\eta = \frac{3}{2\pi} \int_S b_{ijm} \frac{1}{k_{j} k_{T}} \left( \sinh^{-1} \frac{\epsilon_{\tau}}{k_{j}} \right) f(\hat{n})dS \tag{24}
\]

Eqs. 23 or 26, with the viscosity tensor given by Eqs. 24 and 21, represents the desired stress-strain relation which may be used in structural analysis.

It should be realized that the foregoing stress-strain relation does not involve volumetric stress and strain components and leaves them indeterminate. Indeed, the macroscopic volumetric stress \( \sigma \) causes no shear stresses \( \tau \) on the microplanes, and therefore its work rate is zero. Likewise, the shear strain rates \( \epsilon_{\tau} \) are not macroscopically valid, because the stress-strain relation in Eq. 23 is no longer valid if \( \sigma_0 \) is replaced by the macroscopic deviatoric stress tensor \( \sigma_0^D \) or the macroscopic deviatoric strain rate tensor \( \epsilon_{\tau}^D \), i.e.

\[
\sigma_0 = \eta \epsilon_{\tau}^D \tag{25}
\]

Also, Eqs. 8—9 for the shear strain on the microplane remain valid if \( \epsilon_{\tau} \) is replaced by its deviatoric part \( \epsilon_{\tau}^D \), e.g.

\[
\epsilon_{\tau} = (n_i \epsilon_{ij}^D n_k (\epsilon_{ij}^D n_k - n_k n_i n_m))^1/2 \tag{26}
\]

Eqs. 23 or 26, with the viscosity tensor given by Eqs. 24 and 21, represents the desired stress-strain relation which may be used in structural analysis.

Generalization of the present model to cover volumetric deformations (dilatancy) could be obtained by including normal stresses and strains in the stress-strain relations for the microplane. However, this problem is beyond the scope of the present work and must be left for subsequent study since some difficult questions must be resolved with respect to the implications of the critical state theory.

**Numerical Solution and Application**

In practical application, the integral in Eq. 24 has to be evaluated numerically. It may be approximated by a finite sum

\[
\eta = \sum_{a=1}^{7} \omega_a \left[ b_{ijm} \frac{1}{k_{j} k_{T}} \left( \sinh^{-1} \frac{\epsilon_{\tau}}{k_{j}} \right) f(\hat{n}) \right] \tag{27}
\]

\[\text{(27)}\]
in which subscripts \( \alpha \) refer to the values evaluated at certain numerical integration points on the surface of a unit sphere (i.e., certain characteristic directions); \( u_\alpha \) and \( w_\alpha \) = the coefficients or widths of the numerical integration formula, such that \( u_\alpha w_\alpha = 0.5 \) for a hemisphere. Because, in finite element programs for incremental loading, the numerical integration needs to be carried out a great number of times, a highly efficient numerical integration formula is needed. For the slip theory of plasticity, the integration was performed using a rectangular grid in the plane of spherical coordinates \( \theta \) and \( \phi \). This approach, however, is computationally inefficient because the integration points are crowded near the poles; only low-degree polynomials are integrated exactly, and the singularity arising from the poles appears to make this kind of integration inaccurate.

The integration points should optimally be distributed over the spherical surface as uniformly as possible. A perfectly uniform subdivision is achieved when the microplanes normal to the \( \alpha \) directions all correspond to the faces of a regular polyhedron. The most faces are possible with the icosahedron, for which \( n = 10 \) (half the number of faces). Numerical experience, however, shows that 10 points do not yield sufficient accuracy. For a greater number of points, of course, a perfectly uniform spacing of \( \alpha \) directions is impossible, but still a point distribution which is as close to uniform as possible is needed for good accuracy.

Various numerical integration formulas with more than 10 integration points are given by Stroud (26). All the present calculations are made with McLaren's formula (26) which has 25 points per hemisphere, is symmetric with regard to the cartesian coordinate planes, and is of degree 11 (i.e., integrates exactly all polynomials up to the 11th degree). For axisymmetric stress states, the 25-point formula actually involves only 6 points with different integral weights. Further optimal integration formulas are derived in Ref. 6 on the basis of Taylor series expansions. These formulas involve 16, 21, 33, 37, and 61 points per hemisphere, and are of degrees 9 to 13. The 61-point, 13th degree formula is highly accurate, more than needed for the present purpose. For geotechnical engineering applications, accuracy of the 16 point formula of degree 9 appears sufficient (5,6), too.

The numerical solution of response to given loading may be carried out in a step-by-step fashion. Eq. 25 may be approximated by the incremental relation

\[
\Delta \sigma^D = \eta \Delta \sigma^D + \Delta \eta D
\]

in which \( \sigma^D \) and \( \eta D = 6 \times 1 \) column matrices of deviatoric components of stress and of strain rate; \( \eta \) is the \( 6 \times 6 \) matrix of current viscosities; and \( \Delta \) denotes increments. Eq. 25 may be rewritten as

\[
\Delta \sigma^D = \eta \Delta \sigma^D - \Delta \sigma^P; \quad \Delta \sigma^P = -\Delta \eta D
\]

which may be treated as an elastic stress-strain relation if the strain rate increments are treated as strain increments and the viscosity matrix \( \eta \) is treated as the elastic moduli matrix; \( \Delta \sigma^P \) = column matrix of inelastic stress increments.

The response of a homogeneously stressed anisotropically consolidated clay specimen in an undrained creep test at constant volume may be solved using the following step-by-step algorithm. Superscripts \( I, F \), and \( M \) label the initial and final values for the loading step, and the values at midstep.

1. Input \( i, m \) (determined in advanced by regression), \( k_0, k_2, f(\bar{\bar{r}})^I \), \( \bar{\bar{w}}, \bar{\bar{w}}^I \), \( \delta_{11} \), and tolerance value. Evaluate \( k_i = k_{i-1} \). Generate coefficients \( b_{\alpha i} \) for all \( \alpha \). Initialize \( \bar{\bar{e}} = \sigma = \Delta \sigma = \bar{\bar{\Delta}} = 0 \). Then specify increment \( \delta_{11} > 0 \). For the starting values, assume \( \bar{\bar{e}} \) except \( \delta_{11} \) at zero.

2. Set \( \bar{\bar{e}}^I = \bar{\bar{e}}^I + \Delta \bar{\bar{e}} \) and \( \bar{\bar{e}}^M = \bar{\bar{e}}^I + \Delta \bar{\bar{e}} / 2 \). From Eq. 27, calculate \( \eta_{11}^M \) based on \( \bar{\bar{e}}^I \), and \( \eta_{11}^M \) based on \( \bar{\bar{e}}^I \). Then \( \Delta \bar{\bar{\eta}} = \bar{\bar{\eta}}^I - \bar{\bar{\eta}}^I; \quad \Delta \bar{\bar{\sigma}} = -\Delta \bar{\bar{\eta}}^M \). Thus, \( \bar{\bar{\Delta}} = \bar{\bar{\Delta}}^I - \bar{\bar{\Delta}}^I \) is a system of six linear equations in which six stress or strain increments are given and six are to be solved. Then apply the conditions characterizing the type of test. Typically, \( \Delta \bar{\bar{e}}_{11} \) and 5 further conditions, \( \Delta \bar{\bar{e}}_{12} = \Delta \bar{\bar{e}}_{21}, \quad \Delta \bar{\bar{e}}_{13} = \Delta \bar{\bar{e}}_{31}, \quad \Delta \bar{\bar{e}}_{23} = \Delta \bar{\bar{e}}_{32} = 0 \) (no volume change) are given. Then \( \Delta \bar{\bar{\sigma}} \) and \( \Delta \bar{\bar{e}} \) (except \( \Delta \bar{\bar{e}}_{11} \) may be solved from given \( \Delta \bar{\bar{e}}_{11} \).

3. Iterate step 2 until the differences between the assumed \( \Delta \bar{\bar{e}} \) and the solved \( \Delta \bar{\bar{e}} \) become small enough to meet a given tolerance. Then print \( \bar{\bar{e}}^I \), \( \bar{\bar{e}}^M \), reset \( \bar{\bar{e}}^I = \bar{\bar{e}}^M \), \( \bar{\bar{e}}^{I+1} \). Then, unless \( \epsilon_{11} \) exceeds given \( \epsilon_{11} \), go to 2 and start solution of the next loading step.

The foregoing algorithm can be simplified when simulating the creep tests of isotropically consolidated specimens loaded so that the principal applied stresses are parallel or normal to the axis of transverse isotropy. In fitting test data, the objective is to find the values of two input parameters \( k_0 \) and \( k_2 \) for which the fit is optimum. For this purpose, a number of runs of the program described above need to be made for various values of \( k_0 \) and \( k_2 \). The optimum fit may be sought in a trial-and-error fashion or by minimizing the sum of the squares of the deviations from test data as a function of \( k_0 \) and \( k_2 \).

**Comparisons with Test Data**

Although the function \( f(\bar{\bar{r}}) \), characterizing the orientation distribution of the planes of sliding contacts, could in principle be determined by fitting a sufficiently extensive set of deformation measurements for various types of loadings, the analytical model is better supported if the distribution function of the orientations of clay platelets is determined by direct measurements. This task, however, involves considerable difficulties.

Direct measurement of the frequencies of the planes of the sliding contacts in various directions is impossible. What can be measured, at least approximately, is the frequency distribution function \( F(\bar{\bar{r}}) \) of the orientations of the clay platelets. Although function \( f(\bar{\bar{r}}) \) need not be the same as function \( F(\bar{\bar{r}}) \), and probably is not, we may assume it to be approximately the same, i.e., \( f(\bar{\bar{r}}) = F(\bar{\bar{r}}) \). Such an assumption would be exactly true only if, for example, each platelet with at least one sliding contact would be parallel only to one sliding contact plane, in which case there would be a one-to-one correspondence between platelets and sliding contact planes of the same orientation. In reality, one platele-
...y have, e.g., two sliding contacts that are both parallel to this platelet, none that are parallel to it. Such a configuration destroys the one-to-one correspondence. Nevertheless, for a very large number of platelets the errors caused by such configurations are likely to offset each other (e.g., one platelet has two sliding contacts that are parallel and another platelet of the same orientation has two sliding contacts none of which are parallel to the platelet).

Further questions arise with regard to the types of interplatelet contacts. For edge-to-edge, tip-to-plane, and plane-to-plane contacts, the plane of the sliding contact is unambiguous and is parallel to one of the contacting platelets. However, for edge-to-edge and tip-to-edge contacts the sliding contact plane is not unambiguously defined. Although it may still be considered as parallel to one of the platelets, the ambiguity may disturb the equivalence of \( f(\theta) \) and \( F(\theta) \). For the tip-to-tip contacts no sliding with a finite relative displacement is possible.

Assuming that \( f(\theta) \) is approximately the same as the distribution function of the clay platelet orientations, one can estimate this function on the basis of X-ray scattering measurements. Although such measurements are difficult and their interpretation brought with ambiguity, they were nevertheless carried out at Northwestern University by Krizek, Edil, and Chawla (13,15,16). The test specimens were cylinders of diameter 35 mm and length 40 mm, trimmed from blocks of a dispersed or floculated hydrite 10 kaolin clay that was consolidated anisotropically and isotropically from a slurry according to a procedure described by Sheenan and Krizek (24), Edil and Krizek (13), Krizek, Edil and Ozaydin (16) and Krizek, Chawla and Edil (15). See these works for a detailed description of the intricate specimen preparation and the testing method. Although again various questions arise, one may deduce it from X-ray scattering data, exemplified by the pole diagram in Fig. 2(b) of the diffracted intensity, which is measured by a detector for various sample inclinations and is plotted on the basis of an equal area projection of a spherical surface onto a plane. From Fig. 2(b), the distribution function of particle orientations, \( f(\theta) \) is obtained as plotted in Fig. 2(c). Fig. 3 shows the orientations of the weakest planes (preferred platelet orientations) in various types of specimens tested and analyzed.

Figs. 4–7 exhibit fits of various creep tests reported in the literature.
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**FIG. 3.—Creep Test Specimens Cut at Various Directions with Regard to Preferred Particle Orientation (Indicated by Dashed Lines)**
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**FIG. 4.—Comparison with Test Data for Anisotropically Consolidated Specimens, Reported by Bažant, Krizek and Ozaydin (1,000 min after Loading): (a) DA-2; (b) DA-17; (c) FA-2; (d) FA-17**
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**FIG. 5.—Comparison with Test Data for Isotropically Consolidated Specimens, Reported by Bažant, Krizek, and Ozaydin (1,000 min after Loading): (a) DI-2; (b) DI-17; (c) FI-2; (d) FI-17**
(1,8,9,18,23). In these tests, the clay specimens were prepared using the method developed by Sheeran and Krizek (24), and Krizek, Edil, and Ozaydin (16). Fig. 4 represents data for anisotropic clay (8) characterized by the distribution function in Fig. 2, taken from Ref. 16. Two kinds of specimens of the same clay were tested. One kind of specimen was trimmed vertically and the second kind of specimen was trimmed horizontally from each anisotropically (vertically) consolidated specimen. The values of $f(\theta)$ for various integration points $\theta$ are directly read from Fig. 2(c) and are then scaled so that $\Sigma_A w_A f(\theta)^2$ be 0.5, exactly. Figs. 5 and 6 exhibit comparisons with test data for isotropically consolidated clays.

**FIG. 6.—Comparison with Test Data for Isotropically Consolidated Specimens Reported by Various Investigators (1 min after Loading)**

**FIG. 7.—Comparison with Test Data from Field Vane Tests Reported by Schwab and Broma (1 min after Loading)**

**FIG. 8.—Dependence of Strain-Rate on Time under Constant Load: (a) FA-17V; (b) FA-17H**

**FIG. 9.—Principal Stress Difference Calculated for Specimens Cut Obliquely with Regard to Consolidation Direction**
from Ref. 1, 8, 9, and 18. The data set in Fig. 5 also involves two kinds of specimen as mentioned before. In the case of isotropic clay, the frequency distribution function $f(n)$ is equal to 1 for all directions.

Fig. 7 shows test data from the field vane test (23), for which, however, the frequency distribution function was not reported. Therefore, a uniform frequency distribution function was assumed in data fitting.

The curves in Figs. 4-7 represent creep isochrones, i.e., the curves connecting data points reached at the same times. The loading duration for Figs. 4-5 was 1,000 min, and for Figs. 6-7 it was 1 min.

Fig. 8 shows that the creep strain at constant stress evolves as a power function of time. Prior to starting the calculation with the aforementioned computer program, the value of exponent $m$ was determined for each data set from regression plots exemplified the sample FA-17 in Fig. 8. The values of $m$, as well as parameters $k_0$ and $k_2$ obtained for optimum fits of individual data sets, are listed in Table 1.

Table 1.—Optimum Material Parameters (Kinematically Constrained Microplane Model)

<table>
<thead>
<tr>
<th>Test data (1)</th>
<th>Time exponent, $m$ (2)</th>
<th>Stress level parameter, $k_2$ (3)</th>
<th>Creep rate parameter, $k_0$ (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bažant, Krizek, Ozaydin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DA-2</td>
<td>0.77</td>
<td>4.587</td>
<td>0.40 x 10^{-4}</td>
</tr>
<tr>
<td>FA-2</td>
<td>0.72</td>
<td>8.796</td>
<td>0.69 x 10^{-4}</td>
</tr>
<tr>
<td>FA-17</td>
<td>1.00</td>
<td>2.412</td>
<td>0.09 x 10^{-4}</td>
</tr>
<tr>
<td>FA-17</td>
<td>0.86</td>
<td>1.927</td>
<td>0.09 x 10^{-4}</td>
</tr>
<tr>
<td>DI-2</td>
<td>0.82</td>
<td>5.403</td>
<td>0.45 x 10^{-4}</td>
</tr>
<tr>
<td>FI-2</td>
<td>0.80</td>
<td>4.398</td>
<td>0.55 x 10^{-4}</td>
</tr>
<tr>
<td>DI-17</td>
<td>1.00</td>
<td>2.223</td>
<td>0.50 x 10^{-4}</td>
</tr>
<tr>
<td>FI-17</td>
<td>0.90</td>
<td>1.785</td>
<td>1.40 x 10^{-4}</td>
</tr>
<tr>
<td>Murayama, Shibata</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Singh, Michi</td>
<td>0.99</td>
<td>8.169</td>
<td>0.9 x 10^{-4}</td>
</tr>
<tr>
<td>Campanella 1</td>
<td>0.83</td>
<td>7.164</td>
<td>0.5 x 10^{-4}</td>
</tr>
<tr>
<td>Campanella 2</td>
<td>0.86</td>
<td>3.771</td>
<td>0.5 x 10^{-4}</td>
</tr>
<tr>
<td>Campanella, Vaid</td>
<td>0.61</td>
<td>19.101</td>
<td>0.5 x 10^{-4}</td>
</tr>
<tr>
<td>Arulandran, Shen, Young</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ska-Edeby* (30 cm, $T_{30}$)</td>
<td>0.83</td>
<td>8.169</td>
<td>0.5 x 10^{-3}</td>
</tr>
<tr>
<td>Ska-Edeby (30 cm, $T_{36}$)</td>
<td>0.83</td>
<td>6.354</td>
<td>0.83 x 10^{-3}</td>
</tr>
<tr>
<td>Kalix (30 cm, $T_{30}$)</td>
<td>0.84</td>
<td>6.159</td>
<td>2.5 x 10^{-3}</td>
</tr>
<tr>
<td>Ska-Edeby (18 cm, $T_{30}$)</td>
<td>0.73</td>
<td>11.364</td>
<td>0.4 x 10^{-3}</td>
</tr>
</tbody>
</table>

*They report only average strain rate, i.e., current strain divided by current time. The actual instantaneous rate is smaller, and this is why $k_0$ comes out so high from these data.

angle $\phi$ first increases and then decreases [Fig. 9(b)]. However, this response is obtained only for certain orientation distribution functions $f(\phi)$, e.g., the one measured (Fig. 2) and used in Figs. 4-7. For a non-monotonic function $f(\phi)$ such as that shown in Fig. 9(c), a different stress-difference dependence, first a decrease and then an increase, is obtained [see Fig. 9(d)].

In regard to the curves in Figs. 9(b and d) it may be observed that the dominant contribution to response stiffness (high stress difference) comes from the slipping on the platelets forming a 45° angle with the specimen axis (because the normal deformations at interparticle contacts are considered zero). Thus, the orientation frequency distributions which peak at $\phi = 45^\circ$ [Fig. 9(c)] give a decreasing stress difference between 0 and 45°, and those which peak at $\phi = 0$ (the usual case, as considered here), give the opposite response, including an initial rise in stiffness at increasing $\phi$ [Fig. 9(b)], which at first seems suspect.

No comparison is made in Fig. 9 with the results of a certain test for inclined loading (8) shown in Fig. 4 (sample FA-17); such tests are scanty and very difficult to perform, since it is impossible to realize homogeneous stress and strain boundary conditions without bulging and warping of the specimen. (The experimentalists who carried out this test have themselves expressed doubts about its reliability and relevance for the present study.)

The material parameters in the present model depend on the void ratio of the clay, the chemistry of the pore fluid, and the consolidation stress path. These dependencies appear to be similar as determined previously (8).

**Conclusions**

1. The current viscosity matrix of anisotropic clay can be calculated from the principle of virtual work based on the assumption that the shear strain rate that describes interparticle sliding along a contact plane (micropore) of any orientation is the resolved component of the macroscopic strain rate tensor.

2. In conformity with previous studies, the relation between shear stresses and shear strain rates on the contact planes (micropores) may be based on the activation energy theory (rate process theory), which governs the dependence of creep rate on the stresses as well as temperature. In contrast to previous formulations except Ref. 8, the shear stress level used in the activation energy relation is not the same for all contact plane orientations, but varies with the orientation.

3. Material anisotropy may be characterized by the frequency distribution function for clay platelet orientations, which may be determined by direct observations (e.g., X-ray scattering).

4. The present micromechanics-based constitutive model is three-dimensional, improving on the previous model from Ref. 8, which is limited to two dimensions. Also, the present model does not contradict the notion that clay platelets form fixed groups and sliding takes place only between neighboring groups, while the previous model from Ref. 8 implied that every particle was sliding. Although the model of the clay microstructure used in the present formulation is still rather simplified, it
is considerably more refined than in previous works and may serve as a basis for further refinements, among which the inclusion of volume dilatancy will be needed most.

5. The present microplane model, which involves only two material parameters for the stress dependence and one for the time decay of creep rate, can be satisfactorily fitted to the existing data on the directional variations in the creep rate of remolded clay samples anisotropically consolidated in the laboratory. However, applicability in field situations to natural clay deposits remains experimentally unproven (such deposits, e.g., need not have a single particle fabric, which is not described by our model).
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