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ABSTRACT: The classical smeared cracking model widely used in finite-element
analysis of concrete and rock cannot describe the size effect experimentally ob-
served in brittle failures and exhibits spurious mesh sensitivity with incorrect con-
vergence to zero energy dissipation at failure. The crack band model circumvents
these deficiencies but has limitations with respect to mesh refinement, shear lock-
ing on zig-zag crack bands, and directional bias of the mesh. It is shown that all
of these problems can be avoided by a nonlocal generalization, in which the dam-
age that characterizes strain softening is considered to be a function of the spatial
average of the positive part of the maximum principal strain. Two alternatives are
presented: (1) smeared cracking whose direction is fixed when cracks start to form;
and (2) smeared cracking whose orientation rotates with the maximum principal
strain. Furthermore, fracture tests on specimens of various sizes are analyzed by
finite elements. It is shown that the model correctly reproduces the experimentally
observed size effect and agrees with Bažant’s size effect law. Orthogonal and slanted
meshes are shown to yield approximately the same cracking zones and propagation
directions. The model is easily programmed and computationally more efficient
than the corresponding local version.

INTRODUCTION

The cracking in concrete structures has widely been modeled in finite-
element analysis by adjustments of material stiffness. This approach, called
smeared cracking, was proposed by Rashid (1968), refined by many others,
and has provided good results in many practical applications (Bažant 1986;
Be Borst 1984; De Borst and Nauta 1984, 1985; “Finite element analysis of
reinforced concrete” 1982; Hand et al. 1973; Lin and Scorcia 1975; Suidan
and Schnobrich 1973; Yuzugullu and Schnobrich 1973). Nevertheless, prob-
lems were also encountered. In 1974, it was shown by stability analysis of
strain softening (Bažant 1976) and demonstrated numerically (Bažant and
Cedolin 1979, 1980; Bažant and Oh 1983; Cedolin and Bažant 1980; Darwin
1985; De Borst 1984) that the classical smeared cracking model is unobjec-
tive, exhibiting spurious mesh sensitivity and convergence to an incorrect
failure mode with zero energy dissipation. As a related deficiency, the num-
erical results obtained with geometrical similar meshes exhibit no size
effect, while test results for brittle failures of concrete structures as well as
fracture specimens show a pronounced size effect (Bažant 1984, 1986; Bažant
and Pfeiffer 1987). As a remedy, Bažant proposed in 1974 a model (Bažant
1976), later called the crack band model (Bažant and Oh 1983, 1984), whose
distinguishing characteristic is that no finite element is allowed to become
smaller than a certain characteristic length L, which is a material property
and is related to the size of inhomogeneity in the material. Extended to de-
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scribe progressive cracking characterized by gradual strain softening (Bažant and Oh 1983), the crack band model was shown to agree with all of the basic experimental data from concrete or rock fracture testing.

An alternative is to model concrete fractures as interelement line cracks, as proposed by Ngo and Scordelis (1967). Adapting to concrete Dugdale and Barrenblatt's ductile fracture model (Bažant 1986), Hillerbørg et al. (Hillerborg 1985; Hillerborg et al. 1976) recognized that the line crack must be endowed with a softening cohesion zone near the crack tip, in order to obtain agreement with fracture test results. This approach was later found to be essentially equivalent to the crack band model, except for the case of many closely spaced parallel fractures. Although Ingraffea et al. (1985; Ngo and Scordelis 1967) succeeded in implementing line cracks (interelement cracks) in large finite-element programs, this approach seems generally more difficult to program than the smeared cracking. It might also be less realistic since no condition on minimum admissible crack spacing is used in this model but appears to be required for objectivity. Furthermore, it has not been demonstrated that remeshing with extreme mesh refinements at crack tip, as used in this approach, introduces no bias for the direction of crack propagation.

The existing crack band model nevertheless suffers with several disadvantages: (1) refinement of the mesh in which the cracking zone width is subdivided into more than one element is not permitted, for reasons of objectivity; (2) in the case of zig-zag crack band propagation through the mesh, one needs to introduce some mathematical artifices to prevent spurious locking of the rugged opposite sides of the crack band (Družič, 1987) (the same problem exists for shear bands); (3) the mesh, typically a square mesh, inevitably introduces a certain degree of directional bias for the crack propagation, favoring propagation along the mesh lines or along the diagonals of the mesh, and suppressing propagation directions of small inclination with regard to the mesh line (Marchetsas et al. 1982; Pan et al. 1983; 1984); and (4) possible variations of the cracking zone width, which would cause variations in the specific energy required for propagation, cannot be taken into account (neither can this be done for the discrete crack models).

The foregoing disadvantages can be eliminated by adopting a nonlocal continuum approach (Eringen and Edelen 1972) whose application to strain softening was proposed by Bažant et al. (1984). The objective of the present study is to introduce a new, simple version of the nonlocal approach whose general idea was discovered recently (Bažant et al. 1987; Bažant and Pijaudier-Cabot 1987, 1988; Pijaudier-Cabot and Bažant 1986, 1987). The idea is that the nonlocal treatment should be applied only to those variables which cause strain softening, while the other variables, especially the elastic strain, should be local. In this form of nonlocal approach, the differential equations of equilibrium with the boundary conditions retain their standard form, no extra boundary conditions need to be introduced, the continuity requirements for finite elements remain the same as for the local formulation, and spurious zero-energy periodic instability modes, which caused problems for the original nonlocal formulation (Bažant et al. 1984), do not exist.

**Alternative I. Cracking of Fixed Direction**

In two dimensions, the crack band model may be characterized by the stress–strain relation:

\[
\begin{bmatrix}
\varepsilon_{11}
\varepsilon_{22}
\gamma_{12}
\end{bmatrix}
= 
\begin{bmatrix}
C_{1111} & C_{1122} & 0
C_{1211} & C_{2222} & 0
0 & 0 & C_{1212}/\beta
\end{bmatrix}
\begin{bmatrix}
\sigma_{11}
\sigma_{22}
\sigma_{12}
\end{bmatrix}
+ \begin{bmatrix}
\varepsilon' \\
0 \\
0
\end{bmatrix}
\tag{1}
\]

in which \(\varepsilon'\) is the fracturing strain; \(\varepsilon_{11}, \varepsilon_{22}, \gamma_{12}\) are the normal strains and the shear angle (\(\gamma_{12} = 2\varepsilon_{12}\)); \(\sigma_{11}, \sigma_{22}, \sigma_{12}\) are the normal and shear stresses; \(C_{1111}, C_{2222}, C_{1212}\), and \(C_{1212}\) are the initial elastic compliances; and the numerical subscripts refer to the cartesian coordinates \(x_1, x_2\). Assuming isotropy, we have \(C_{1111} = C_{2222} = 1/E', C_{1212} = C_{2121} = \nu'/E', C_{1212} = 2(1 - \nu)/E\), in which for plane stress \(E' = E, \nu' = \nu\), and for plane strain \(E' = E/(1 - \nu'), \nu' = \nu/(1 - \nu)\).

The cracks are assumed to be all parallel and normal to the axis \(x_1\). As the first alternative of the smeared cracking model, we introduce the classical hypothesis that, at the time the cracks start to form, the direction of the cracks (i.e., of the axis \(x_1\)) is fixed as normal to the maximum principal stress \(\sigma_1\) at that instant and remains constant afterwards. If \(\sigma_1\) does not rotate, \(\sigma_{12}\) remains zero; however in general \(\sigma_1\) may rotate, and in that case one must take into account the shear stiffness due to aggregate interlock on rough crack surfaces. This is done by multiplying the shear compliance \(C_{1212}\) with an empirical coefficient \(\beta\), called the shear retention factor, as proposed (for sudden cracking) by Schnobrich et al. (Hand et al. 1973; Suidan and Schnobrich 1973; Yuzugullu and Schnobrich 1973) and others (Lin and Scordelis 1975). More realistically, the coefficient \(\beta\) could be assumed to vary according to the rough crack model (Bażant and Gambero 1981).

It has been shown (Bažant and Oh). 1983) that Eq. 1 is equivalent to the equation:

\[
\begin{bmatrix}
\varepsilon_{11}
\varepsilon_{22}
\gamma_{12}
\end{bmatrix}
= 
\begin{bmatrix}
C_{1111}/(1 - \omega) & C_{1122} & 0
C_{1211} & C_{2222} & 0
0 & 0 & C_{1212}/\beta
\end{bmatrix}
\begin{bmatrix}
\sigma_{11}
\sigma_{22}
\sigma_{12}
\end{bmatrix}
\tag{2}
\]

in which the normal stiffness \(C_{1111}\) in the direction normal to the cracks is reduced by the coefficient \(1 - \omega\), where \(\omega\) represents what is known in continuum damage mechanics as damage and may be regarded as the cracked area fraction; \(\omega = 0\) corresponds to the initial state of no cracking (zero damage); and \(\omega = 1\) corresponds to the final state of complete cracking (complete damage). Comparing Eqs. 1 and 2, we note that \(\varepsilon' = \omega C_{1111}/(1 - \omega)\varepsilon_1\).

Although in general the evolution of damage may be described in the form \(\omega = F(\varepsilon_1, \varepsilon)\), one may simply assume that, for monotonic loading, \((1 - \omega)^{-1} = \phi_0(\varepsilon_1) = \text{function that characterizes the cracking in the material}.\)

Assuming unloading and reloading to follow the secant modulus (which is the basic hypothesis of continuum damage mechanics), we may write:

\[
\text{If } \varepsilon_{11} \geq \varepsilon_{\text{max}} \text{ and } \Delta \varepsilon_{11} \geq 0: \quad \frac{1}{1 - \omega} = \phi(\varepsilon_{11}) \quad \text{otherwise } \Delta \varepsilon = 0 \ldots \ldots \ldots \tag{3}
\]

in which \(\Delta\) refers to a small increment over the loading step; and \(\varepsilon_{\text{max}}\) denotes the maximum strain \(\varepsilon_{11}\) attained in all of the preceding steps. The assumption of secant unloading is of course a simplification, and various refinements
with more complex unloading rules may be introduced.

A widely used assumption has been a triangular stress–strain diagram for uniaxial loading [Fig. 1(a)]. In this case,

\[
\begin{align*}
\text{for } \epsilon_{11} \leq \epsilon_p: & \quad \phi(\epsilon_{11}) = 1 \\
\text{for } \epsilon_p < \epsilon_{11} < \epsilon_0: & \quad \phi(\epsilon_{11}) = \frac{E_{\epsilon_p}}{E_{\epsilon_0} - E_{\epsilon_p}} \\
\text{for } \epsilon_{11} \geq \epsilon_0: & \quad \phi(\epsilon_{11}) = 0
\end{align*}
\]

in which \(\epsilon_p\) is the strain at peak stress (cracking initiation); and \(\epsilon_0\) is the strain when the stress is reduced to zero (full cracking).

Recently various experimental evidence indicates that it is more realistic to assume a strain-softening curve with a steep initial decline followed by an extended tail. In that case, one may use

\[
\begin{align*}
\text{for } \epsilon_{11} \leq \epsilon_p: & \quad \phi(\epsilon_{11}) = 1 \\
\text{for } \epsilon_p < \epsilon_{11} < \epsilon_0: & \quad \phi(\epsilon_{11}) = \frac{E_{\epsilon_0}}{E_{\epsilon_p}} e^{\epsilon_{11} - \epsilon_p} \\
\text{for } \epsilon_{11} \geq \epsilon_0: & \quad \phi(\epsilon_{11}) = 0
\end{align*}
\]

in which we introduce a certain critical (or maximum) strain \(\epsilon_0\) [Fig. 1(b)] that may not be exceeded in strain softening. Our introduction of \(\epsilon_0\) differs from the existing practice in which the strain-softening curve has been assumed to approach the strain axis in a continuous descent. Recent micromechanics analysis of crack ligament tearing (Bažant 1987), however, indicated that, for strain softening, there should exist a certain maximum strain after which the stress–strain diagram should exhibit a snapback, i.e., revert to a positive slope. The value of \(\epsilon_0\) has been considered to correspond to a point where \(\sigma_{11} = 0.05 \sigma_p\). This \(\epsilon_0\) value is so large that it has never been reached in the present computations.

**FIG. 1. (a) Linear and (b) Exponential Strain Softening**

**NONLOCAL GENERALIZATION WITH LOCAL ELASTIC STRAIN**

The nonlocal continuum is a continuum for which at least some variables are defined by spatial averaging. As discovered in Bažant and Pijaudier-Cabot (1987, 1988) and Pijaudier-Cabot and Bažant (1987), only those variables that cause strain softening should be considered as nonlocal. In the present context, this means that the damage \(\omega\) should be made nonlocal. This is accomplished by specifying it as a function of the average (nonlocal) strain, which is defined by spatial averaging as follows:

\[
\dot{\epsilon}_{11}(x) = \frac{1}{V'(x)} \int_V \alpha(s - x) \epsilon_{11}(s) dV = \int_V \alpha'(x, s) \epsilon_{11}(s) dV \\
\]

in which

\[
V'(x) = \int_V \alpha(s - x) dV, \quad \alpha'(x, s) = \frac{\alpha(s - x)}{V'(x)}
\]

The overbar is a label for the nonlocal variables, \(V = \) volume of the entire body, \(\alpha(x) = \) given weighting function which is treated as a material property, and \(s = \) general coordinate vector [Fig. 2(b)]. \(V\), has approximately but not exactly the same meaning as the representative volume in the statistical theory of heterogeneous materials. The pointed brackets \(\langle \rangle\) denote the positive part of the variable; i.e., \(\langle \epsilon \rangle = \epsilon\) if \(\epsilon > 0\) and \(0\) if \(\epsilon \leq 0\).

The weighting function could be defined as uniform (\(\alpha = 1\)) over volume \(V\), represented as a circle in two dimensions, and zero outside \(V\). However, it has been experienced that the calculations converge better if the weighting function is smooth. A suitable choice is the normal (Gaussian) distribution function:

\[
\alpha(x) = e^{-k|x|^2} \\
\]

in which \(k\) is a constant whose value is \(k = 2\) for the case of two dimensions; \(|x|^2 = x^2 + y^2\); and \(l\) is the characteristic length of the material, which may be interpreted as the radius of a circle on which the uniform distribution \(\alpha = 1\) has the same volume as the normal distribution function extending to infinity in the plane.

If the body is finite, the normal distribution function obviously extends beyond the boundary. This is handled by deleting the region outside the body.

**FIG. 2. (a) Distributed Cracking of Single Orientation; and (b) Representative Volume of Material Compared to Aggregate Size**
from the integration domain $V$, both for the calculation of the average (Eq. 6) and for the calculation of the representative volume (Eq. 7). This fact causes $V$ to depend on location $\mathbf{x}$.

In finite-element calculations, the integrals in Eqs. 6 and 7 are approximately evaluated as finite sums over all the integration points of all the elements in the structure. However, the integration points whose distances from the point $\mathbf{x}$ exceed approximately $2l$ may be omitted since for them the value of $\alpha$ is negligible.

In preliminary calculations, Eq. 6 did not involve the symbol $\langle \kappa \rangle$, i.e., the averaging was made directly over $\omega$ rather than over $\langle \epsilon_1 \rangle$. However, this had to be abandoned since $\omega$ does not grow for $\epsilon_1 > \epsilon_0$, which meant that the average of $\omega$ could never attain full damage ($\omega = 1$) unless the damage was the same in all of the elements. Therefore, the nonlocal damage $\bar{\omega}$ is considered to be a function of the nonlocal normal strain $\epsilon_{11}$, i.e.,

$$(1 - \bar{\omega})^{-1} = \phi(\epsilon_{11}) \tag{9}$$

The nonlocal constitutive equation with local strain takes the form:

$$
\begin{bmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
\gamma_{12}
\end{bmatrix}
= 
\begin{bmatrix}
C_{1111}/(1 - \bar{\omega}) & C_{1122} & 0 \\
C_{2211} & C_{2222} & 0 \\
0 & 0 & C_{1212}/\beta
\end{bmatrix}
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix} \tag{10}
$$

In matrix form, Eq. 10 may be written as $\mathbf{\sigma}' = \mathbf{D}' \mathbf{\epsilon}'$ in which $\mathbf{D}' = C^{-1}$ and $C' = \text{compliance matrix}$, referring to the local coordinate axes which are set to lie normal to the maximum principal strain direction when the strain softening begins. In finite-element programs, Eq. 10 must of course be transformed to the global coordinates, taking the form $\mathbf{\sigma} = \mathbf{D}\mathbf{\epsilon}$, in which $\mathbf{D} = \mathbf{T}'\mathbf{D}'\mathbf{T}$ and $\mathbf{T} = \text{rotation matrix}$.

In each loading step, the finite-element calculations utilize the direct stiffness iteration (secant method) and proceed according to the following algorithm:

1. First we assemble the global secant stiffness matrix $\mathbf{K}$ using, for every finite element, the nonlocal material compliance matrix $C'$ (Eq. 10) which was obtained either in the preceding step (for the first iteration of this step) or in the previous iteration (for the subsequent iterations). In the first loading step, $C'$ is the elastic compliance matrix of the material. Considering the load and displacement increments prescribed for this loading step, we solve the column matrix $\Delta \mathbf{u}$ of the nodal displacement increments and calculate $\mathbf{u}' = \mathbf{u}' + \Delta \mathbf{u}$ where $F$ and $I$ are the labels for the initial and final values in the loading step. Then we calculate $\mathbf{\epsilon}'$ for all of the integration points of all finite elements. For each integration point we check whether cracking (damage) has started. If not, we calculate for this point the local coordinate direction $x'_i$ (angle $\alpha$) as the direction of the maximum principal strain $\epsilon'_i$. Otherwise we keep the old direction $x'_i$. Then we transform $x'_i$ into $\epsilon''$ for the local coordinate.

2. With the help of a spatial averaging subroutine which approximates the integrals in Eqs. 6 and 7 by finite sums over the integration points, we calculate the nonlocal principal strains $\epsilon''_i$, and evaluate $(1 - \bar{\omega})^{-1}$ for all of the integration points of all elements (Eq. 9). Then we update matrices $C'$ and $\mathbf{D}'$ and calculate the final stresses, $\mathbf{\sigma}'' = \mathbf{D}' \mathbf{\epsilon}''$. This yields for each integration point of each element the stress state corresponding to point B in Fig. 3 (in which point A shows the stress state based on the initial $C'$ for this step). This stress state now satisfies the constitutive equations exactly but is not exactly in equilibrium with the loads because $\Delta \mathbf{u}$ was solved in step 1 on the basis of the old $C'$ rather than the newly calculated $C'$ (the initial equilibrium state is shown as point A in Fig. 3). Then we calculate the equivalent nodal forces $\mathbf{f}''$ from $\mathbf{\sigma}''$ according to the principle of virtual work and evaluate the residual nodal forces $\mathbf{f}'' - \mathbf{f}'''$ where $\mathbf{f}'''$ are the applied final nodal forces.

3. If the ratio $\Sigma|f''|/\Sigma|f|$, is not less than a certain prescribed tolerance (for which the value 0.5% was used), then we return to step 1 and start the next iteration of this loading step. Otherwise we start at step 1 the first iteration of the next loading step.

**ALTERNATIVE II. NONLOCAL MODEL WITH ROTATING SMEARED CRACKS**

The practice of keeping the crack direction constant and not allowing new cracks to form at oblique angles with this direction (as done in step 2 despite a possible rotation of the principal strain direction) is standard in the classical smeared cracking approach although not quite realistic. Recently, a better agreement with some measurements on cracked reinforced concrete panels (Gupta and Akbar 1984) has been obtained under the assumption that the cracks are always normal to the maximum principal strain, $\epsilon_i$, and rotate as $\epsilon_i$ rotates.

Although the hypothesis that the cracks rotate would be physically inadmissible if taken literally (Bažant 1983), it might nevertheless describe adequately a situation where the cracks of one direction close (and lock in shear) while cracks of another direction form. The main appeal of this hypothesis, however, is its simplicity.

A general smeared cracking model based on the assumption of rotating cracks has apparently not yet been formulated, and we will do so now, formulating it in a nonlocal form. We work now in Cartesian coordinates $x_1$, $x_2$ of fixed directions and denote as $n_i$ the direction cosines of the current unit normal $\mathbf{n}$ to the crack planes. As already implied in Eq. 1, we consider the fracture strain (cracking strain) $\epsilon''_i$ to be a uniaxial strain. This means we assume the formation of cracks to affect neither the normal strains in the directions normal to $\mathbf{n}$ nor the shear strains on the crack plane. Therefore, the total stress–strain relation and the nonlocal cracking strain are:
\[ \varepsilon_u = C_{ijkl} \sigma_{lm} + \varepsilon'_u, \quad \varepsilon'_u = n_i n_j \varepsilon'_r, \quad (11) \]

where \( \varepsilon'_r \) = nonlocal fracture strain magnitude and \( C_{ijkl} \) = initial elastic compliance tensor, which is isotropic and for two dimensions is the same as defined in Eq. 1 (with \( \beta = 1 \)). Generally, for three dimensions, \( C_{ijkl} = \{1 + \nu(\delta_{a} \delta_{b} + \delta_{b} \delta_{a}) - 2\nu \delta_{a} \delta_{b}\} / 2E \).

For nonrotating cracks, Eq. 11 must coincide with Eq. 10. Therefore, if we set \( \mathbf{n} = (1,0,0) \), we must have:

\[ \frac{C_{1111}}{1 - \omega} \sigma_{11} = C_{1111} \sigma_{11} + \varepsilon'_u, \quad (12) \]

From this we obtain \( \varepsilon'_u = [\omega / (1 - \omega)] C_{1111} \sigma_{11} \) where \( C_{1111} = 1 / E' \); \( E' = E \) for plane stress as well as for three dimensions. Noting that \( \sigma_{11} = n_i n_j \sigma_{11} \), we obtain for a general crack direction the generalization:

\[ \varepsilon'_u = \frac{\omega}{(1 - \omega)} n_i n_j \sigma_{11}, \quad (13) \]

Thus the total stress–strain relation for Alternative II is:

\[ \varepsilon_u = \left[ C_{ijkl} + \frac{\omega}{(1 - \omega)} n_i n_j n_k n_m \right] \sigma_{lm}, \quad (14) \]

as recently proposed by Båzant. The bracketed term represents the secant compliance tensor. Note that, for loading, \( \omega / (1 - \omega) = \phi(\varepsilon) \), because of Eq. 9; \( \varepsilon_l \) is the nonlocal maximum principal strain; \( \varepsilon_u = n_i n_j \varepsilon_{11} \). Here we imply again the assumption that the orientation of cracks is decided by the principal direction \( n_i \) of nonlocal strain \( \varepsilon_u \) rather than the local strain \( \varepsilon_{11} \). The vector \( n \) in general rotates and must be evaluated at each stage of computation for each integration point of each finite element.

The computational algorithm is analogous to that we described for Alternative I but simpler in that one need not keep track of the coordinate axes for cracking at each integration point and need not carry out the corresponding rotation transformations. The finite-element results for the example that follows happen to be almost exactly the same because the principal stress directions remain nearly constant in this fracture test.

The decision in favor of Alternative I or II will necessitate further testing, since at present there apparently exist no test data for strain softening (progressive fracture) of plain concrete at rotating principal stress directions. A fully realistic model no doubt calls for allowing partial or full cracking in all directions, as is done in the microplane model (Båzant and Prat 1988).

It should be pointed out that function \( \phi \) might depend separately on the average, \( \varepsilon_{11} \), of the lateral normal strains in the directions normal to \( n \); \( \varepsilon_{11} = (\varepsilon_{11} + \varepsilon_{22}) / 2 = (\varepsilon_{11} - n_i n_j \varepsilon_{11}) / 2 \). The reason is that compressive lateral stresses alone can produce axial splitting cracks, as known for example from the uniaxial compression test. However, they also produce tensile strain \( \varepsilon_{11} \) and thus it might be that the dependence of \( \phi \) on \( \varepsilon_{11} \) approximately accounts for the compression splitting cracks as well. Further study and testing is needed.

**Fracture Specimens and Size Effect Due to Nonlocal Aspect**

Without a nonlocal formulation, the finite-element codes with strain softening cannot describe the results of fracture tests. In particular, such finite-element codes yield no size effect. Yet the size effect is the principal, experimentally verified feature of fracture mechanics.

To demonstrate that the nonlocal smeared crack model correctly describes fracture and especially the size effect, we analyze the three-point-bend specimens shown in Fig. 4. Three different specimen sizes of size ratios 1:2:4, with geometrically similar shapes, were considered. Their finite element meshes are shown in Fig. 5 and their refinements in Fig. 6. The problem was solved both for linear strain softening and exponential strain softening, shown in Fig. 7.

This type of specimen was tested at Northwestern University (Båzant and Pfeiffer 1987), using both concrete with maximum aggregate size \( d_a = 0.5 \) in. (12.7 mm) and mortar with \( d_a = 0.19 \) in. (4.83 mm). The maximum loads \( P \) were measured for each specimen of each size, from which the values of the nominal stress at failure \( \sigma_{n} \) were calculated; \( \sigma_{n} = P / b d \) where \( b \) = specimen thickness (1.5 in. or 38.1 mm). The test results are shown in

![FIG. 4. Test Results of Båzant and Pfeiffer (1987) in Size Effect Plot (bottom) and Linear Regression Plot (top) Compared to Size Effect Law as Well as to Finite-Element Results for Linear and Exponential Strain Softening (Three-Point-Bend Specimen)]
Fig. 6. Extents of Softening Zone (cross-hatched) and Fracture Zone (black) Obtained by Nonlocal Finite-Element Analysis

Fig. 4 in the size effect plots (bottom) and the corresponding linear regression plots (top), where $f_d = \text{direct tensile strength of concrete.}$ The solid lines in this figure represent the optimum fit of these test results with Bazant's size effect law for blunt fracture (Bazant 1984; Bazant and Pfeiffer 1987):

![Stress-Strain Diagram](image)

**FIG. 7. Stress–Strain Diagram Used in Nonlocal Finite-Element Analysis**
\[ \sigma_m = B f' \left[ 1 + \left( \frac{d}{\lambda_0 d_p} \right)^r \right]^{1/b} \]  \hspace{1cm} (15)

in which the coefficient \( r \) may be approximately taken as 1, and \( B \) and \( \lambda_0 \) are two empirical constants which can be determined from the test data in Fig. 4. To this end, Eq. 15 may be algebraically rearranged to the linear regression equation \( Y = AX + C \), in which \( X = (d/d_p)^r \), \( Y = (f'_m/\sigma_m)^{1/b} \), \( C = B^{-1/r} \), and \( A = C \lambda_0^r \). The linear regression plots, shown for the measured data in Fig. 4 [taken from Bajant and Pfeiffer (1987)], yield the coefficients \( B \) and \( \lambda_0 \) from the slope \( A \) and the Y-axis intercept \( C \). Furthermore, \( E = 3976 \) ksi \((27420 \) MPa), \( v = 0.18 \), and \( f'_m = 390 \) psi \((2.69 \) MPa). The remaining material parameters were determined so as to obtain with the finite-element program and the meshes in Figs. 5 and 6 optimum fits of the test data in Fig. 4. These values were, for the linear strain softening, \( E = -726 \) ksi \((-5007 \) MPa), and \( l = 2.3 \) in. \((58.42 \) mm), and for the exponential strain softening, \( c = 690 \) psi \((4.76 \) MPa), \( a = 5730 \) psi \((39.52 \) MPa), \( l = 3.2 \) in. \((81.28 \) mm). The corresponding optimum values of the fracture energy were \( G_c = 0.230 \) lb/lin. \((40.29 \) N/m) for the linear strain softening, and \( 0.249 \) lb/lin. \((43.62 \) N/m) for the exponential strain softening.

The fracture energy is equal to the area under the stress–strain diagram in Fig. 7 times the effective width of the fracture process zone, \( w_e \). The value of \( w_e \) for the classical (local) crack band model is defined clearly; it coincides with the width of the crack band or the size of the finite element. But \( w_e \) is harder to define for the nonlocal formulation since the effective width of the fracture process zone varies (Fig. 6), depending on the influence of the boundaries and other factors. The actual width of the fracture process zone is roughly equal to \( 2.7 \) \( l \) \((Bajant and Pijaudier-Cabot 1988) \), but since the density of cracking decreases from the middle of the crack band to its boundary, the effective width of the fracture process zone based on uniform distribution of the energy dissipation (or of cracking density) is about \( l \). The aforementioned values of \( G_c \) correspond to the area under the stress–strain diagram times \( l \). The most important test to determine whether the finite-element model correctly describes fracture is the size effect. For structures that follow the strength criterion (or yield criterion), there is no size effect, i.e., the plot in Fig. 4 is represented by a horizontal line. The linear elastic fracture mechanics yields the strongest possible size effect which corresponds to the straight inclined line of slope \(-1/2\) shown in Fig. 4 (bottom). For materials that exhibit distributed cracking, the size effect plot represents a smooth transition from the horizontal line for the strength criterion to the inclined straight line for the linear elastic fracture mechanics, as shown in Fig. 4 (bottom).

The load-displacement curves calculated by the nonlocal finite-element program for the three meshes shown in Figs. 5 and 6 are plotted in Fig. 8. The maximum load values, \( P_{max} \), were fitted by the size effect law (Eq. 15), for which \( A = 0.384 \), \( C = 6.169 \) for the linear strain softening, and \( A = 0.483 \), \( C = 3.971 \) for the exponential strain softening. The agreement with the size effect law was rather accurate, with the error (deviation from Eq. 15) not exceeding 5%. The curves of the size effect law (Eq. 15), which were obtained by the optimum fits of the values of \( P_{max} \) calculated by finite elements for the three specimen sizes, are shown in Fig. 4 as the dashed lines for the exponential strain softening and the dash–dot lines for the linear strain softening.

An interesting feature is now noticed from Fig. 4: the shape of the strain-softening diagram significantly influences the shape of the size effect curve. This fact has already been noticed in other studies for different reasons. Evidently, the exponential strain softening agrees with the test results much better than the linear strain softening, which was originally used in the crack band model (Bajant and Oh).

Another interesting plot is that of load \( P \) versus the part, \( V_{th} \), of the load-point displacement \( v \) that is due to fracture and is defined as \( V_{th} = v - C/P \), in which \( C \) is the elastic compliance of the specimen associated with load \( P \). The plots of \( P \) versus displacement for the three specimen sizes and three finite-element meshes are shown in Fig. 8(a). We see that, for increasing specimen size, the initial postpeak drop of the load gets larger and larger (\( v_{th} = \) load-point displacement at maximum load). This indicates an increasing brittleness of the specimen as its size increases, in accordance with the size effect law.

If the presently considered specimens of three different sizes are analyzed with geometrically similar meshes using the classical (local) smeared cracking model based on the strength criterion, the resulting maximum load values show no size effect, i.e. the plot in Fig. 4 is horizontal. Thus, the classical smeared cracking is incapable of describing the size effect. This is obviously unsatisfactory, in contradiction to fracture tests as well as tests of various brittle failures of concrete structures. On the other hand, if these three specimen sizes are analyzed by a finite-element code for linear elastic fracture mechanics, the results match the straight line of slope \(-1/2\) shown in Fig. 4 (bottom), for which the size effect is too strong.

Fig. 6 shows for the three specimen sizes and the corresponding meshes the extent of the strain-softening zone (cross-hatched area) and of the fully
fractured zone (black area). The former zone is defined as the locus of the material states for which the peak-stress point has been passed (i.e., $\varepsilon_i > \varepsilon_0$), and the latter zone is defined as the zone for which the stress $\sigma_i$ has been reduced to less than $0.06\varepsilon_f$.

It should be kept in mind that normally the final fracture surface is not plane but highly tortuous. As an approximation, it may be assumed that the final crack surface randomly meanders through the black zone, oscillating on its way between the zone boundaries (Fig. 6, right). The resolution that can be obtained with the nonlocal model for element sizes that are much smaller than the aggregate size is of course meaningful only in a statistical sense since on such a scale the material behavior is highly random. The boundaries of the zones in Fig. 6, as well as the stress and strain values obtained for the fine meshes shown, must be regarded as merely statistical averages which correspond to smoothing of the random fields of microstresses and microstrains, and to averaging over a large number of tests of statistically identical specimens. The black zone corresponds to dense microcracking (normally invisible to the eye) and the strain-softening zone to sparse microcracking (Fig. 6, right).

The results shown in Fig. 6 for the three meshes have another interesting implication: the width of the fracture process zone as well as the softening zone is not constant but varies. In consequence, the rate of energy dissipation per unit fracture extension is variable, too. To capture such variation might be one important purpose of refining the mesh, possibly even below the aggregate size.

As a further implication, the present nonlocal model does not correspond to a unique stress-displacement diagram if the strain across the softening band is lumped into a crack opening displacement, equivalent to that used in models of Hillerborg's type. Rather, the equivalent discrete crack model would have to use somewhat different stress-displacement softening diagrams depending on the distance of the fracture front from the notch and from the specimen boundaries.

The computer running times for the nonlocal analyses are usually shorter than for the corresponding local analyses. Apparently, the additional computer time needed to calculate the spatial averages over the mesh is more than offset by improvement of the convergence of iterations, due to the stabilizing influence of the nonlocal formulation.

For other types of nonlocal continuum with local elastic strain, convergence at mesh refinement has been demonstrated before (Bažant et al. 1987; Bažant and Pijaudier-Cabot 1987, 1988; Pijaudier-Cabot and Bažant 1987). The fact that, despite mesh refinement, the energy dissipation cannot localize in these nonlocal models into a zone of zero volume has also been mathematically proven in general (Bažant and Pijaudier-Cabot 1987, 1988).

**Elimination of Directional Bias of Mesh**

With the crack band model in which the strain-softening band is one element wide, it has been difficult to simulate fractures that propagate at a small angle $\phi$ with regard to the mesh line, although some artificial measures (Pan

FIG. 9. Load Versus Load-Point Displacement Diagram Obtained for Three-Point-Bent Specimen for Orthogonal and Slanted Meshes Shown in Fig. 10.

FIG. 10. Orthogonal Mesh and Slanted Mesh Used in Nonlocal Finite-Element Analyses, with Softening and Fracture Zones Obtained in Both Cases
et al. 1984) were found to offer partial help. To study this aspect, the presently considered specimen of the smallest size has been analyzed by finite elements using the slanted square mesh shown in Fig. 10 (right), whose inclination is 20°. The softening and fracture zones obtained are shown in Fig. 10 on the left for the orthogonal mesh and on the right for the slanted mesh. Success is now noticeable. The zone boundaries obtained for the orthogonal and slanted meshes are nearly the same, and the propagation for the slanted mesh still occurs in the correct vertical direction.

The problem of simulating propagation of crack bands in directions inclined with regard to the mesh line has recently been studied by Droz (1987) and for the analogous problem of shear bands by Leroy and Ortiz (1988). (The classical approach, in which the smeared cracking or the shear band tends to localize into a band of single-element width, fails since a localization limiter such as the nonlocal continuum concept cannot be used.) These investigators achieved propagation in oblique directions by superimposing on a continuous displacement field of the finite elements a certain additional discontinuous field which simulates the discontinuity of the zig-zag crack or shear band running in an inclined direction. However, the programming of this approach for general finite-element programs seems to be quite difficult. By contrast, the present approach is quite simple, although it does require mesh refinements such that there are at least three finite elements across the width of the cracking band. The present approach could also be adopted for the modeling of inclined shear bands.

CONCLUSIONS

1. The well-known inobjectivity, spurious mesh sensitivity, and incorrect convergence of the classical smeared cracking model can be eliminated by adopting a nonlocal formulation in which cracking (or strain softening) is characterized by nonlocal damage. The nonlocal damage may be considered to be a function of the spatial average of the positive part of the maximum principal strain. The nonsoftening (elastic) response is treated as local.

2. The finite-element results closely agree with the results of fracture tests, in particular with the observed influence of specimen size on the maximum load, which is described by Bajant’s size effect law.

3. The nonlocal approach eliminates the directional bias of the mesh, provided the mesh is sufficiently refined. In particular, the results obtained with orthogonal and slanted meshes give approximately the same direction of fracture propagation and the same boundaries of the strain-softening zone and the fracture zone.

4. The nonlocal model is numerically efficient and easily programmed. It merely requires introducing into an existing code a subroutine for the spatial averaging of the maximum principal strains.

5. The nonlocal smeared model is formulated in two alternatives: the classical one in which the crack direction is fixed when the cracking starts, and a novel one in which the cracks are imagined to rotate along with the maximum principal strain direction. The latter alternative is simpler.
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