The paper shows that a previously proposed size effect law can be used to identify nonlinear fracture properties solely from measured maximum loads of geometrically similar ceramic fracture specimens of sufficiently different sizes. This law represents a first-order global approximation of the deviations from linear elastic fracture mechanics, independent of the type of the toughening mechanism in the fracture process zone. It provides a simple and unambiguous way to determine the size- and shape-independent values of the fracture energy, the effective length of the process zone, and the effective crack-tip opening displacement. It also yields the R curve, which is geometry (shape) dependent. The proximity of response to linear elastic fracture mechanics is characterized by a brittleness number, which is shape independent. [Key words: mechanical properties, fracture, R curve, energy, modeling.]

1. Introduction

VARIOUS ceramics and ceramic composites exhibit toughening mechanisms such as transformation,2-4 microcracking,2 3 crack deflection, and crack bridging.4-10 These mechanisms greatly elevate the effective fracture toughness and endow the material with a pronounced R-curve behavior. Fracture behavior of ceramics has been studied intensely; however, one avenue of inquiry, which has met with great success in global modeling of nonlinear fracture of other brittle heterogeneous materials such as concrete, mortar, and rock, has received little attention in the studies of ceramics. It is the size effect in fracture which is most directly manifested in the values of the nominal strength of geometrically similar fracture specimens of different sizes. The size effect is the main practical consequence of fracture mechanics. It must be taken into account in design, and it can also be exploited for determining material fracture parameters merely from maximum load measurements, which are easy to carry out.

The principal purpose of this paper is to apply to ceramics the recent results on the size effect achieved in fracture studies of concrete and rock, and to demonstrate the usefulness of a size effect law11 giving a first-order global approximation to the deviations from linear elastic fracture mechanics. For readers' convenience, the paper also gives a concise review of the basic results on the size effect in fracture which appeared in a number of recent papers.11-20 Furthermore, the existing results are extended by presenting statistical estimates of standard deviation and an effective method of regression of test data on apparent fracture toughness of similar specimens of different sizes.

Although the effect of structure size as well as geometry on the strength and fracture toughness of ceramics has already been studied by a number of researchers,21-27 only one of the existing data, namely that of McKinney and Rice,23 appears to have a sufficient size range for determining fracture properties. These data, pertaining to one kind of silicon dioxide and two kinds of silicon carbide, are utilized in the present study to illustrate the identification of fracture properties and, in particular, the determination of the R curve. The fact that the specimen size affects the measured (apparent) fracture toughness values of ceramics has already been pointed out,23 but determination of fracture parameters and the R curve from the size effect has apparently not yet been attempted in the study of ceramics.

It has often been thought that the R-curve behavior is important only for the ceramics in which the fracture process zone (including the frontal and crack bridging zones) extends over many millimeters. But everything is relative. What matters is the ratio of the structure size to the inhomogeneity size (or more precisely, to the process zone size, which is related to the texture, size, and distribution of inhomogeneities).28 Thus, even an R curve whose range is much less than 1 mm can be important if the specimen is small enough.

A secondary purpose of this paper, intended to highlight the relativity of scale, is to call attention to the similarity of fracture between ceramics and concrete. In the literature on fracture of ceramics, only a few studies (e.g., Refs. 5, 6, and 10) have referred to the extensive and exploding literature on the fracture of concrete. Yet many of the fracture problems of brittle heterogeneous materials with a pronounced R-curve behavior have already been successfully tackled in the literature on concrete. These advances have been driven principally by the needs of finite element analysis, which has been widely practiced for concrete because of the forbidding costs of real-size testing of certain structures.

The essential difference between fracture of concrete and ceramics is merely that of scale. In normal concrete, the typical maximum aggregate size is 20 mm, in high-strength concrete 10 mm, and in dam concretes 80 mm or more (the corresponding fracture process zone lengths are typically 100, 10, and 1000 mm, respectively). In ceramics, there are coarse-grained microstructures with grain size larger than 1 mm as well as fine-grained microstructures with grain size less than 5 μm (the corresponding process zone lengths are roughly between 20 and 100 μm). When the specimens of each material have the same cross-section size, the degree of brittleness observed in fracture behavior will be vastly different. What matters, however, is the ratio of the structure size to the fracture process zone size. Thus, a concrete slab 400 mm in thickness and a fine-grained ceramic wafer 1 mm in thickness are likely to exhibit about the same type of fracture behavior, which is nonlinear and transitional between linear elastic fracture mechanics and plasticity. Practical applications necessitate extrapolations of scale—in concrete often to much larger structures, while in ceramics for electronic applications to much smaller structures. For both, knowledge of the law gov-
erning the size effect is essential, which is the principal focus of this study.

The size effect that we are studying is caused by the differences between the energy release rates of small and large structures. It is not a statistical size effect. The well-known Weibull-type weakest-link statistics\(^2\) governs the size effect in unnotched structures failing at the initiation of the first macrocrack from a microscopic flaw. But it plays only a minor role in notched fracture specimens. So it does in unnotched structures that fail only after a large stable crack or cracking zone has already formed.\(^3\) Designs that ensure such a type of failure are enforced in concrete design codes by the requirement that the maximum load must be much larger than the crack initiation load. It may of course be appropriate to apply a similar requirement for ceramics. Such a requirement can be met, for example, by providing proper steel reinforcement in concrete or fiber reinforcement in ceramics.

II. Size Effect Law and Its Consequences

The most important consequence of fracture mechanics is the effect of size on the nominal stress at failure. To describe it, we consider geometrically similar structures or specimens of different sizes (with geometrically similar notches or initial cracks) and introduce for two-dimensional (2D) or three-dimensional (3D) problems the nominal stress at maximum load.

\[
s_N = \frac{P_n}{bd} \text{ (for 2D) or } s_N = \frac{P_n}{d^2} \text{ (for 3D)}
\]

where \(P_n\) is the maximum load (ultimate load), \(b\) is the thickness of two-dimensionally similar structures or specimens (same for all the sizes), \(d\) is a characteristic dimension of the structure or specimen, and \(c_s\) is a coefficient introduced for convenience. For example, if \(d\) is the depth of a simply supported beam of span \(L\), the elastic formula for the maximum bending stress is \(\sigma_N = 1.5P_nL/\sqrt{b^3}\) with \(c_s = 1.5L/d\) (a constant if the structures are geometrically similar). Likewise, if the plastic bending formula, \(s_N = P_nL/\sqrt{b^2}d^2\) is used, then \(c_s = L/d\) (a constant).

As is well-known, plastic limit analysis, as well as elastic analysis with an allowable stress criterion or any method of analysis with a failure criterion based on stress or strain, exhibits no size effect; i.e., geometrically similar structures of different sizes fail at the same \(\sigma_N\). However, this is not true of fracture mechanics. Because of the similarity of stress fields in similar two-dimensional elastic structures of different sizes, the total potential energy of the structure must have the form \(U = (\sigma^2/2E)bd^2f(a)/a\) where \(a = c_sP/bd\), \(P\) is a load, \(f(a)\) is a function of the relative crack length and depends on the shape of the structure, \(a = a/d\) (\(a\) is the crack length), \(E' = E\) for plane strain, \(E'' = E(1 - \nu^2)\) for plane strain, \(E\) is Young's modulus of elasticity, and \(\nu\) is Poisson's ratio. Therefore, the energy release rate is:

\[
G = \frac{P_n^2g(a)}{E'bd^2}, \quad K_1 = \sqrt{G'E} = \frac{Pk(a)}{\nu b}\text{ (for 2D problems) (2)}
\]

where \(K_1\) is the stress intensity factor, \(f'(a) = \partial f(a)/\partial a\), \(g(a) = -f'(a)c_s^2/2\), and \(k(a) = [g(a)]^{1/2}\). It may be checked that for all structure shapes, the formulas for \(G\) or \(K_1\) have the form of Eq. (2). The values of \(k(a)\) can be obtained by linear elastic analysis, such as finite element analysis, and for basic specimen geometries \(k(a)\) follows from the formulas for the stress intensity factors found in handbooks (e.g., Tada et al.)\(^2\).

For three-dimensional similarity, \(U = d^3(\sigma^2/2E')f'(a)\) where \(\sigma = c_sP/d^2\), and 
\[Gpd = -\partial U/\partial a = -(\partial U/\partial a)/d = -d^3(\sigma^2/2E')f'(a),\]
where \(\rho d\) is the length of the perimeter of the fracture front (\(\rho\) is a constant) and \(G\) is the average energy release rate per unit length of the perimeter. Therefore:

\[
G = \frac{P_n^2g(a)}{E'pd^3}, \quad K_1 = \sqrt{G'E} = \frac{Pk(a)}{\sqrt{\rho d}d}\text{ (for 3D problems) (3)}
\]

In linear elastic fracture mechanics (LEFM), the size effect is very simple: \(\sigma_N \propto d^{-1/2}\) (from Eqs. (1) to (3)). A deviation from this law is caused by the existence of a finite, nonnegligible fracture process zone which surrounds the tip of the macroscopic continuous crack (and is associated with \(R\)-curve behavior).

The energy release rate, \(G\), represents the energy flux into the nonlinear zone at the crack tip from the surrounding material which is in an elastic state. This definition of \(G\) coincides with Rice's \(J\) integral but is less general than that. In the line crack models with bridging stresses, the \(J\) integral, and thus also \(G\), are equal to the area under the curve of bridging stress versus crack opening displacement (e.g., Refs. 4 and 30). The \(J\) integral gives the correct energy flux not only for integration contours lying outside the nonlinear zone but also for those lying in the hardening elasto-plastic part of the nonlinear zone, provided that (1) the contour does not pass through the fracture process zone, defined as the softening zone, and (2) the unloading irreversibility is unimportant. The reason that the contours passing through the fracture process zone must be barred from the \(J\) integral is that microcracking and other damage in this zone dissipate energy. While in ductile fracture of metals the fracture process zone (in which voids and microcracks nucleate, grow, and coalesce) is negligible in size compared to the nonlinear plastic-hardening zone, in ceramics, rock, and concrete the fracture process zone is large while the plastic-hardening zone is negligible (see Fig. 1, also Ref. 13).

In this study we consider only specimens or structures in which \(g'(a) > 0\). In such structures, said to be of positive geometry,\(^2\) the process zone starts to evolve from zero size and then grows as the load increases while remaining attached to the notch tip. If the structure is not large, the process zone length is significant compared to the length of the notch or initial crack, \(a_0\), and the equivalent crack length \(a = a_0 + c\) at failure must be distinguished from \(a_0\), where \(c\) is the elastically equivalent length of the process zone. The crack length \(a\) is understood to be the equivalent crack length in the sense of LEFM. The equivalent process zone length \(c\) (Fig. 2) is defined as the distance from the tip of the notch or critical crack to the tip of the equivalent crack which gives, according to LEFM, the same unloading compliance. The value of \(G\) is the energy release rate for the equivalent linearly elastic crack.

Let \(c_f\) be the value of \(c\) in an infinitely large structure \((d \to \infty)\) at maximum load (which represents the limit of stability if the structure is under load control rather than displacement control). Further, let \(G_l\) be the corresponding value of \(G\) required for crack growth at \(d \to \infty\). In the limit of \(d \to \infty\), one has \(c_f/d \to 0\) and \(a \to a_0 = a_0/d\). Thus, in an infinitely large specimen, the fracture process zone occupies.

---

**Fig. 1.** Different extents of fracture process zone (\(L\) is a linearly elastic zone, \(N\) a nonlinear zone, \(F\) a fracture process zone); see also Ref. 13.
This law may alternatively be written as

\[ \tau_N = \frac{P_0}{bd} \sqrt{g'(\alpha_0)} \quad \bar{d} = \frac{g(\alpha_0)}{g'(\alpha_0)}d \]  

(6)

\( \tau_N \) is the intrinsic (shape-independent) nominal stress at failure, and \( \bar{d} \) is the intrinsic (shape-independent) size of the structure, which was also introduced in a somewhat different context by Planas and Elices. \(^{11,12} \)

The quantity that makes \( \bar{d} \) shape independent is the ratio \( g(\alpha_0)/g'(\alpha_0) \), which has also been introduced for similar purposes by Planas and Elices \(^{11,12} \) and for other purposes by Horii \(^{13} \). Since the factor \( g(\alpha)/g'(\alpha) \) in Eq. (6) takes the specimen shape into account only in an approximate way, the tests, whose results are used in regressions according to Eq. (5), should preferably involve only geometrically similar specimens.

The size effect law has also been derived in two other ways: (1) by the method of energy release zones, and (2) by dimensional analysis and similitude arguments \(^{11,12} \) (see Appendix A). The latter derivation, which is more general, is based on the hypothesis that the total energy \( \Delta U \) released because of crack formation is a function of both the initial crack length \( \alpha_0 \) and the size of the process zone in an infinitely large specimen, which is a material property. This derivation yields the size effect law in the original form proposed in Ref. 11:

\[ \sigma_N = \frac{Bf_\beta}{\sqrt{1 + \beta}} \left( \beta = \frac{d}{d_0} \right) \]  

(7)

where \( f_\beta \) is an arbitrary measure of material strength, \( B \) and \( d_0 \) are two empirical constants, and \( \beta \) is called the brittleness number. \(^{11,12} \) Equation (7) is obtained both for two-dimensional and three-dimensional similarity. \(^{11,12} \) Equation (7) is applicable not only to notched specimens but also to unnotched structures provided that (1) a large stable crack develops before the maximum load is reached, and (2) the cracks for similar specimens of various sizes are geometrically similar (which has been shown to be often true for concrete structures).

The size effect law in Eq. (7), giving the approximate relation of \( \sigma_N \) to \( \beta \), is plotted in Fig. 3. For large \( \beta \) such as \( \beta > 10 \), Eq. (7) gives (with an error under 5%) the approximation \( \sigma_N = Bf_\beta \beta^{-1/2} \), which is the size effect exhibited by LEFM. For small \( \beta \) such as \( \beta < 0.1 \), Eq. (7) yields (again with an error under 5%) \( \sigma_N = Bf_\beta \) constant, that is, there is no size effect and the failure load is proportional to the strength of the material. For 0.1 < \( \beta < 10 \), the size effect is transitional.

![Size effect law](attachment:image.png)
between plastic limit analysis and LEFM. In this range, non-linear fracture mechanics must be employed. Overall, the choices of the method of analysis and the type of failure are as follows:  

\[ \beta < 0.1 \quad \text{(plastic limit analysis)} \]  

(8a)  

\[ 0.1 \leq \beta \leq 10 \quad \text{(nonlinear fracture mechanics)} \]  

(8b)  

\[ \beta > 10 \quad \text{(LEFM)} \]  

(8c)

As we see, the brittleness number (Eq. (7)) is capable of characterizing the nature of failure regardless of structure geometry. Other definitions of the brittleness number were proposed by Hillerborg, Carpinteri, Gogotsi et al., and Homeny et al., but they do not represent absolute (shape-independent) measures of brittleness. Also it may be noted that the basic shape of the transitional size effect curve shown in Fig. 3 was known prior to the formulation of Eq. (7) and was graphically sketched, without any formula, by various investigators, e.g., Walsh. 

Equation (7) has the same form as Eq. (4). But it should be noted that, in the form of Eq. (4), both parameters are calculated solely from the limiting case of infinite size. In general, this cannot be accurate for very small sizes. For most practical applications, the form of Eq. (4) can nevertheless be accepted. The values of \( G_f \) and \( c_f \) can be determined from the size effect law parameters \( d_o \) and \( B \) in Eq. (7). Taking the limit of Eq. (2) in which \( B = P = bda/\tau_{mc} \), expressing \( \sigma_N \) from Eq. (7), and noting that \( \lim a = a_0 \) for \( d \to \infty \), one gets the formula  

\[ G_f = B^2d_x^2c_f^2E'd_0g(a_0) \]  

(9)

Note that \( G_f \) can be determined without calculating \( g'(a_0) \). Furthermore, from Eqs. (4) and (7)  

\[ c_f = \frac{d_0g(a_0)}{g(a_0)} \]  

(10)

The brittleness number, \( \beta \), may now be expressed as  

\[ \beta = \frac{\bar{d}}{c_f} = \frac{g(a_0)d}{g'(a_0)\tau_{nc}} \]  

(11)

Note that the ratio \( d/c_f \) is geometry dependent. Geometry independence is achieved by the factor \( g(a_0)/g'(a_0) \). Another formula can be obtained by expressing \( d_0 \) from Eq. (9) and substituting it into \( \beta = d/d_0 \) (Eq. (7)). This yields  

\[ \beta = \frac{B^2g(a_0)}{c^2} \frac{d}{d_0} \frac{\tau_{nc}}{\tau_{nc}} = \left( \frac{E'}{Eg(a_0)} \right)_{\tau_{nc}} \]  

(12)

where \( \tau_{nc} \) is a material parameter with the dimension of length and \( d_0 \) represents the transitional size which corresponds to the intersection of the horizontal and inclined asymptotes in Fig. 3 and depends on structure geometry. The ratio \( d/\tau_{nc} \) is geometry dependent, and geometry independence of \( \beta \) is achieved by the factor \( (B/c_f)^2g(a_0) \).

Since Eq. (12) involves the value of \( B \) which characterizes the limit load of a small structure, this equation is more accurate when \( \beta \) is small. On the other hand, Eq. (11) is more accurate when \( \beta \) is large since it ignores \( B \) (which characterizes small structures) and is based solely on \( c_f \) and the LEFM function \( g(a) \) (see Appendix A).

In view of the approximate nature of the size effect law in Eq. (7), the infinite size needed to define \( G_f \) and \( c_f \) must not be interpreted literally. In practice, the infinite size should be assumed as a size only 1 order of magnitude beyond the range for which the size effect law has been calibrated by tests or otherwise.

The size effect law in Eq. (7) has been shown to agree quite well with tests on concrete fracture specimens of different sizes and geometries, including three-point-bend specimens, centric tension edge-notched specimens, eccentric compression specimens, and compact tension specimens. Various specimen shapes were shown to yield about the same value of \( G_f \) according to Eq. (9). A good agreement was also demonstrated for high-strength concrete, various rocks, and aluminum alloys, and to some extent also ice. The size effect law in Eq. (7) was shown to also apply for mode II fractures, and for double-punch compression fracture.

Some nonlinear fracture models utilize as a material parameter the crack-tip opening displacement at the maximum load, \( \delta \). Using the well-known LEFM expression for crack opening width, \( \delta = (8K_f/E)(\pi/2\tau) \) where \( s \) is the distance from the crack tip, and setting \( s = c_f \), \( K_f = K_{gf} \), one gets, for an equivalent elastic crack in an infinitely large specimen.

\[ \delta = \frac{8K_f}{E\sqrt{2\pi}} \sqrt{c_f} \]  

(13)

This value can also be determined from the size effect law, after obtaining from this law the values of \( c_f \) and \( K_{gf} \):  

\[ K_{gf} = (E'G_r)^{1/2} = (E'G_r)^{1/2} \]  

(14)

Since \( K_{gf} = (EG_e)^{1/2} \), the apparent fracture toughness is found to vary as  

\[ K_{gf} = \tau_{nc}\sqrt{d} = \left( \frac{G_f}{d + d_0} \right)^{1/2} = \left( \frac{G_f}{d + c_f} \right)^{1/2} = \left( \frac{G_f}{1 + \beta} \right)^{1/2} \]  

(15)

The size effect law in the form of Eqs. (5), (7), or (15) has the advantage that its parameters \( G_f \) (or \( K_{gf} \)) and \( c_f \) can be determined from the measured peak loads \( P \) by linear regression, provided that a sufficient range of sizes is used, of course. Algebraic rearrangement of Eqs. (5) and (15) yields the linear plots  

\[ Y = AX + C \]  

or  

\[ Y' = A'X' + C' \]  

(16)

in which  

\[ X = \bar{d}, \quad Y = 1/r_k, \quad A = 1/K_{gf} \]  

(17)

\[ A' = 1/c_f/K_{gf} \]  

(18)

Linear regression in each plot yields the slope \( A \) and (their coefficients of variation \( \omega_A \) and \( \omega_{A'} \)) of the regression line and its vertical intercept \( C \) or \( C' \) (and their coefficients of variations \( \omega_C \) and \( \omega_{C'} \) from which the values of \( c_f \) and \( K_{gf} \) (as well as their coefficients of variation \( \omega_{c_f} \) and \( \omega_{K_{gf}} \)) follow. The first plot (Eq. (17)), however, is preferable for calculation of \( K_{gf} \) because its slope is independent of \( c_f \), and normally the slope of a regression line is more accurate than the intercept.

The fact that the size effect law is amenable to linear regression makes it easy to obtain the statistics characterizing the uncertainty of \( G_f \), \( c_f \), \( K_{gf} \), and \( \delta \). To calculate the coefficient of variation of \( K_{gf} \) and \( c_f \), one may consider the regression of \( 1/r_k \) vs \( d \) (Eq. (17)). Because \( K_{gf} = A^{-1/2} \) and \( c_f = C/A \), we have the approximations  

\[ \omega_{K_{gf}} = \omega_A/2, \quad \omega_{c_f} = (\omega_A^2 + \omega_{A'}^2)^{1/2} \]  

(19)
where \( \omega_A \) and \( \omega_C \), representing the coefficients of variation of slope \( A \) and intercept \( C \), are obtained by standard formulas of linear regression statistics. These formulas are asymptotically exact if the distributions of \( A \) and \( C \) are normal and \( \omega_A \) and \( \omega_C \) are very small. Similarly, if we consider Eq. (18), we have the approximation

\[
\omega_{K_p} = \omega_C/2, \quad \omega_{G_f} = (\omega_A^2 + \omega_C^2)^{1/2} \tag{20}
\]

Also, since \( G_f = K_0^2/E \), the coefficient of variation of the fracture energy can be approximated as

\[
\omega_{G_f} = (4\omega_{K_p}^2 + \omega_C^2)^{1/2} \tag{21}
\]

These coefficients of variation characterize not only the material uncertainty but also the model uncertainty. It should be noted that they depend strongly on the range of sizes. By increasing the range, one can decrease the coefficients of variation.

For certain specimen geometries, for example, the double cantilever beam, the center-cracked panel loaded on the crack, the chevron-notched specimen, the indentation test, and the double-punch compression test, \( g'(a) \) can be negative for a certain initial range of \( a \)-values. In this case, which we so far excluded from consideration, \( g(a) \) exhibits a minimum at a certain value, \( a_{\text{min}} \), of the relative crack length. The peak load for ideally brittle materials (which have a zero-size fracture process zone) occurs when \( a = a_0 \). If we change the size slightly from \( a_0 \) to \( a_0 + \delta a \), the energy dissipation per unit crack propagation is more stable and easier to control than the tests in which \( g'(a) \) is positive. These observations have led various investigators to expect the toughness value obtained from the peak load of a test where \( g'(a_0) \) is initially negative to be size independent, and therefore a true material property. However, several investigators observed from this type of tests \( g'(a) \) and the calculated apparent fracture toughness values are size dependent and that the equivalent relative crack length at the peak load is also size dependent and greater than both \( a_{\text{min}} \) and \( a_0 \).

An alternative, widely used approach to study the nonlinear fracture toughness is to test specimens of constant size but with various crack or notch lengths. To get useful results, the size of the specimen should be large with respect to microstructural inhomogeneities as well as crack size. Some specimens with very small cracks (flaws) must also be included in the test series. Cook et al.\(^{26-27} \) studied the effects of crack and grain sizes, using ceramic specimens with different fine grain sizes and with flaws created by controlled indentation. Their study\(^ {26} \) shows in a different way the transition from strength plateau to the LEFM-type size effect as the flaw size increases. They emphasize that nonlinear behavior should be considered in extrapolating macroscopic crack test results to structures with microscopic flaws. This is in a way similar to using the present size effect law for extrapolating the results from test-size geometries to smaller structures.

### III. Geometry-Dependent R Curve

The size of the process zone initially grows as the load increases. This causes an increase of the resistance \( R(c) \) to fracture growth, representing the energy dissipated per unit specimen width and unit length of advance of the equivalent LEFM crack (whose tip lies roughly in the middle of the process zone). The fracture propagation condition may be written as \( G = R(c) \), where \( G \) and \( R \) are the fracture energy and the energy dissipation respectively. Later, however, it was established that the \( R \) curve depends on the specimen shape (e.g., Ref. 17). As shown in Ref. 15 and refined in Ref. 18, the \( R \) curve for a specimen of given geometry can be calculated from the material parameters obtained by the size effect method

\[
R(c) = G_f \frac{g'(a)}{g(a)} c_{ij} \tag{22}
\]

in which

\[
c = g'(a_0) \frac{g(a)}{g(a_0)} - a + a_0 \tag{23}
\]

These equations define the \( R \) curve parametrically. After determining \( G_f \) and \( c_{ij} \) from the size effect law, a series of values of \( a \) (which is here a dummy variable) may be chosen, and for each of them the length \( c \) of an elastically equivalent (traction-free) crack calculated from Eq. (23), and then \( R(c) \) determined from Eq. (22). If \( c \) is specified, \( a \) may be solved from Eq. (23) by Newton iterations and subsequently \( R(c) \) computed. The dependence of the \( R \) curve obtained according to Eq. (22) on the specimen geometry is introduced by the LEFM function \( g(a) \).

For readers' convenience, the derivation of Eqs. (22) and (23) is briefly as follows.\(^{26} \) The energy balance at failure requires that

\[
F(c, d) = G_f(a, d) - R(c) = 0 \quad \text{where} \quad a = a_0 + c/d.
\]

If \( c \) is small compared to \( a_0/d \), the geometric shape (i.e., \( a_0 \) constant), failure now occurs at \( c = a_0 \), and since \( G = R \) or \( F = 0 \) must hold also for \( c = a_0 \), we must have \( \partial F/\partial d = 0 \). Geometrically, the condition \( \partial F/\partial d = 0 \) together with \( F(c,d) = 0 \) means that the \( R \) curve is the envelope of the family of fracture equilibrium curves \( F(c, d) = 0 \) for various sizes \( d \). Because the \( R \) curve is size independent, we have \( \partial R/\partial d = 0 \) and so \( G_f/\partial d = 0 \). Now we may substitute

\[
G_f = \frac{g'(a)}{g(a)} d + a_0
\]

 yielding Eq. (23) or

\[
G_f = \frac{g'(a)}{g(a)} d + a_0
\]

and

\[
G_f = \frac{g'(a)}{g(a)} d + a_0
\]

Furthermore, substituting this, along with the relations \( a = a_0 + c/d \), into Eq. (10) into Eq. (25), and setting \( G = R \), Eq. (22) is proven. Furthermore, elimination of \( d \) and \( G_f \) from Eqs. (25), (24), and (22), with \( G = R \), yields Eq. (23).

The dependence of the fracture toughness on \( c \) (i.e., the \( R \) curve of fracture toughness) can be determined from the relation

\[
K_R = \frac{k(a)k'(a)}{k(a_0)k'(a_0)c_{ij}} \tag{26}
\]

To better insight, we can obtain from Eqs. (22) and (23) the initial and terminal slopes of the \( R \) curve

\[
\left[ \frac{\partial R}{\partial c} \right]_{c=0} = \frac{G_f}{c_{ij}} \frac{g'(a_0)}{g(a_0)} \quad \text{and} \quad \left[ \frac{\partial R}{\partial c} \right]_{c=c_{ij}} = 0 \tag{27}
\]

Here \( a_m \) represents the limiting value of \( a \) as \( d \to 0 \), which gives the following condition, from which \( a_m \) may be solved:

\[
a_m = a_0 + \frac{g(a_m)}{g'(a)} \tag{28}
\]

The \( R \) curve of Eq. (22) starts from zero, which means that the process zone forms right at the beginning of loading and that there is never any singularity at the crack tip. This type of \( R \) curve also ensues from models in which crack bridging is the only toughening mechanism.\(^ {32} \)

Some models for composite materials consider the \( R \) curve to start from some initial nonzero value,\(^ {39} \) interpreted as some small-scale value of the fracture energy (or toughness) of the material. This kind of \( R \) curve implies that the crack tip can sustain, up to some value of \( K_i \), a singular stress field without showing any damage, which is unreasonable. Never-
...for some composite materials (especially fiber composites) with fine-grained matrix, in which fibers or coarse particles create a relatively large bridging zone, a nonzero initial value of $R$ curve may be practical and may be explained by assuming that the matrix itself will, on a smaller scale, exhibit a microscopic, relatively fast-rising curve.

Equation (22) or (26) applies only as long as the fracture process zone grows and remains attached to the notch tip, which is approximately up to the peak load. For the post peak regime, in which the fracture process zone gets detached from the notch tip, the value of $R$ does not follow the $R$ curve (Eq. (22)) but must be kept constant and equal to the value of $R$ at the peak load. This behavior was first introduced as a hypothesis and was subsequently verified by comparisons of predicted load deflection curves with measurements. Without keeping the peak post value of $R$ constant, close agreement could not be obtained.

Based on fracture tests, various investigators have found the $R$ curves to depend on the size and geometry of the specimen as well as the notch length. Our preceding calculation of the $R$ curve indicates that this phenomenon has principally two sources: (1) the effect of $g' (a)$ and $g (a)$ which depend on specimen geometry, and (2) the fact that $R$ deviates from Eq. (22) after the peak load, as just explained. Other minor effects, however, may also contribute.

It may also be noted that, according to some tests on ceramic specimens, interaction of the process zone and the specimen boundary can even lead to a falling $R$ curve after a plateau is passed. The declining end of the $R$ curve may correspond to shrinking of the process zone as the end of ligament is approached; this would be significant for specimens with very small uncracked ligaments and would affect only the final part of the postpeak response.

IV. Application of the Size Effect Method to Ceramics

To demonstrate applicability of the size effect method, the test results of McKinney and Rice on slip-cast fused silicon dioxide (SiO$_2$) and on two types of silicon carbide (SiC) refractories have been analyzed. The slip-cast fused silica used in these tests is a material consisting of 99% SiO$_2$, with a relatively large porosity (12%). It has the density 1900 kg/m$^3$, grain size 10 to 20 $\mu$m, and modulus of elasticity $E = 57.9$ GPa. The silicon carbides used in these tests had the porosity of 15%, density 2600 kg/m$^3$, and maximum grain size 2000 $\mu$m. So these ceramics, because of their grain structure, have a heterogeneity which may be significant for small sizes. One of the silicon carbides tested, of the type CN-137, consisted of 78% SiC and 20% Si$_3$N$_4$, with modulus of elasticity $E = 130$ GPa. The other silicon carbide tested, of type CN-163, consisted of 85% SiC and 13% Si$_2$ON, and had a modulus of elasticity $E = 140$ GPa.

All the test specimens were three-point-bend beams (see Fig. 4). Their dimensions and failure loads are given in Table I, in which $L$ is the beam span, $d$ is the beam depth (chosen as the characteristic dimension), $b$ the width, $a$ the length of the notch cut at midspan, and $P$ the failure load. The specimens were not geometrically similar exactly, but the length of all the specimens was nearly four times their depth.

![Fig. 4. Three-point-bend specimen.](image-url)

<table>
<thead>
<tr>
<th>$d$ (mm)</th>
<th>$b$ (mm)</th>
<th>$L$ (mm)</th>
<th>$a$ (mm)</th>
<th>$P$ (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>31.7</td>
<td>25.2</td>
<td>127.0</td>
<td>7.2</td>
<td>489.3</td>
</tr>
<tr>
<td>31.7</td>
<td>25.4</td>
<td>127.0</td>
<td>6.3</td>
<td>627.2</td>
</tr>
<tr>
<td>25.6</td>
<td>25.5</td>
<td>101.6</td>
<td>4.0</td>
<td>609.4</td>
</tr>
<tr>
<td>25.3</td>
<td>25.5</td>
<td>101.6</td>
<td>4.8</td>
<td>582.7</td>
</tr>
<tr>
<td>14.9</td>
<td>12.0</td>
<td>59.4</td>
<td>3.5</td>
<td>193.5</td>
</tr>
<tr>
<td>15.0</td>
<td>12.0</td>
<td>59.4</td>
<td>3.6</td>
<td>175.3</td>
</tr>
<tr>
<td>15.0</td>
<td>12.4</td>
<td>59.4</td>
<td>3.5</td>
<td>196.2</td>
</tr>
<tr>
<td>15.0</td>
<td>12.2</td>
<td>59.4</td>
<td>3.3</td>
<td>195.7</td>
</tr>
<tr>
<td>11.6</td>
<td>11.7</td>
<td>46.7</td>
<td>1.9</td>
<td>200.2</td>
</tr>
<tr>
<td>11.6</td>
<td>11.7</td>
<td>46.7</td>
<td>1.9</td>
<td>173.9</td>
</tr>
<tr>
<td>11.7</td>
<td>11.7</td>
<td>46.7</td>
<td>2.2</td>
<td>177.9</td>
</tr>
<tr>
<td>11.7</td>
<td>11.7</td>
<td>46.7</td>
<td>2.0</td>
<td>207.3</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
<td>19.3</td>
<td>1.3</td>
<td>31.6</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
<td>19.3</td>
<td>0.9</td>
<td>44.0</td>
</tr>
<tr>
<td>4.8</td>
<td>4.9</td>
<td>19.3</td>
<td>1.4</td>
<td>28.5</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
<td>19.3</td>
<td>1.1</td>
<td>34.7</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
<td>19.3</td>
<td>1.4</td>
<td>36.0</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
<td>19.3</td>
<td>1.2</td>
<td>34.2</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
<td>19.3</td>
<td>1.8</td>
<td>26.2</td>
</tr>
<tr>
<td>4.8</td>
<td>4.8</td>
<td>19.3</td>
<td>1.1</td>
<td>27.1</td>
</tr>
</tbody>
</table>

As reported by the authors, the maximum loads of the slip-cast fused silica specimens of sizes $d = 5.1$ and 6.5 mm exhibited an unexplained drop, and therefore these results have been deleted from the data base. It should also be mentioned that the subsequent groups of smaller specimens were cut from the broken halves of the larger specimens after their fracture. Since the larger specimens had only small stresses at the crack location in the smaller, subsequently cut specimens, the results should not have been affected appreciably.

The three-point-bend beam results may be analyzed on the basis of Srawley's approximation of function $k(a)$:

$$k(a) = \frac{1.5L\sqrt{a}}{d} \left[ 1.99 - a(1 - a)(2.15 - 3.93a + 2.7a^2) \right]$$

The linear regression plots based on Eq. (17) are shown in Fig. 5. From the linear regressions based on Eqs. (17) and (18), the values of $K_Y$ and $C_f$ have been calculated and are listed in Table II. Aside from the linear regression, the values of $K_Y$ and $C_f$ have also been obtained by direct nonlinear optimum fitting of Eqs. (5) and (15) to the test data, which was accomplished by a standard library subroutine using the Levenberg-Marquardt algorithm for nonlinear optimization.

Table II also gives the coefficients of variation $\omega_\alpha$ and $\omega_K$ of the vertical deviations of the test data from the regression.
Slip-cast fused silica
McKinney & Rice (1981)
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Fig. 5. Linear regression plots.

\[ \omega_\tau = \left[ \frac{\sum (\tau_{ne} - \tau_{np})^2}{n - 2} \right]^{1/2} \left[ \frac{\sum \tau_{ne}^2}{n} \right]^{-1/2} \]  

(30)

\[ \omega_K = \left[ \frac{\sum (K_{ice} - K_{Imp})^2}{n - 2} \right]^{1/2} \left[ \frac{\sum K_{ice}^2}{n} \right]^{-1/2} \]  

(31)

where \( n \) is the total number of specimens and subscripts \( e \) and \( p \) refer to the experimental values (Eqs. (6) and (2)) and the corresponding predicted values (Eqs. (5) and (15)), respectively. The coefficients of variation for the deviations (\( \omega_\tau \) or \( \omega_K \)) in the corresponding nonlinear regression based on Eqs. (5) or (15) are, in all the cases, smaller. The reason is that the objective functions of the optimization are different. The values of \( \omega_{K_e} \) and \( \omega_{K_f} \) (Eqs. (19) and 20) are also shown in Table II. We see that although the values of fracture toughness \( K_{If} \) for all optimization procedures are close, the results for the effective fracture process zone length \( c_f \) show much greater dispersion and are indicative only of the order of magnitude of \( c_f \). Also it is seen that \( \omega_{c_f} \) is generally much larger than \( \omega_{K_{If}} \). So the effective length of the fracture process zone is much more uncertain than the fracture toughness. This is probably not just due to the modeling but is a natural property. Evidently, \( c_f \) is more sensitive to the range and scatter of the test results than is \( K_{If} \) or \( G_f \), same as observed previously for concrete and rock. However, a broader range of specimen sizes could be used to determine \( c_f \) more accurately. For the rest of the present paper, the results of the nonlinear regression based on Eq. (5) will be used.

The ratio of \( c_f \) (Table II) to the grain size is found here to be a relatively large number (30 to 60) for \( \text{SiO}_2 \). Swanson et al. have measured the crack bridging zone length for alumina (with mean grain size of 20 \( \mu \text{m} \), about the same as \( \text{SiO}_2 \)), and found it to be about 100 times the grain size. The spacing of the bridging grains was about 2 to 5 times the grain size. Based on this observation, and considering that the fracture process zone length is roughly \( 2c_f \), the present value \( c_f = 0.6 \text{ mm} \) seems reasonable for \( \text{SiO}_2 \). Also note that the slip-cast fused silicon dioxide used has a significant amount of porosity, which could help in toughening by shielding of the crack tip.

The effective critical crack-tip opening displacements, \( \delta_c \), as calculated from Eq. (13) for \( \text{SiO}_2 \), \( \text{SiC} \) (CN-137), and \( \text{SiC} \) (CN-163), are 0.97, 34.54, and 53.12 \( \mu \text{m} \), respectively.

Figure 6 gives the normalized values of the nominal stress at failure as a function of the brittleness number, \( \beta \), in logarithmic scales. These plots indicate that the largest specimens of \( \text{SiO}_2 \) which were tested may be considered to be sufficiently large for their behavior to approach linear elastic frac-
Fig. 6. Size effect plots in logarithmic scale.

Fig. 7. Size effect on apparent fracture toughness.

Fig. 8 shows the effect of the notch length on the apparent fracture toughness of the three-point-bend specimens of different sizes, as calculated on the basis of Eq. (15) for the present geometry. It may be noticed from this figure that, for large sizes and for $0.15 < \alpha_0 < 0.80$, the apparent fracture toughness appears to be nearly independent of the notch length. In this kind of test, in which all the specimens have the same size but various notch lengths, it is important that the range of $\alpha_0$ values include values below 0.15; otherwise it is hardly possible to detect the nonlinearity of fracture. It should be pointed out that for different types of fracture specimens, such as eccentric compression specimens, tensile edge-notched specimens, and compact tension specimens, the size effect method yields very different $R$ curves.
The equivalent length of the fracture process zone can be compared with the ligament length

\[ \alpha_{\ell} = \frac{c}{d - a_0} = \frac{a - a_0}{1 - a_0} \]  

(32)

Aside from \( \alpha_m \) (Eq. (28)), the limiting values of \( \alpha_{\ell} \) for \( d \to 0 \), denoted as \( \alpha_{\ell m} \), are plotted in Fig. 10 as a function of \( a_0 \). We see that, for \( a_0 > 0.15 \), \( \alpha_{\ell m} = 0.24 \), and that the plot of \( \alpha_{\ell m} \) vs \( a_0 \) is a straight line.

V. Calculation of Load-Deflection Curve from Size Effect

Knowing the \( R \) curve, one can easily calculate the load-point displacement, \( u \). The complementary potential energy of the structure is \( \Pi^* = C(a)P^2/2 \) where \( C(a) \) is the compliance at crack length \( a \). The energy release rate at constant \( P \) is

\[ G = \frac{(d\Pi^*/da)/b}{P^2} = \frac{\pi E'c}{2b} \]  

(33)

At the same time, from Eq. (2) for \( G = R \) (Eq. (22))

\[ P = \frac{b}{E'c} R(c), \quad u = C(a)P \]  

(34)

Choosing various values of \( a \), one can calculate the corresponding values of \( P, C(a), \) and \( u \). (For an alternative derivation based on Castigliano's theorem, which is not as simple but is more instructive, see Ref. 47.)

Since there exist no pertinent size effect test data for ceramics, we illustrate the application of Eqs. (33) and (34) by showing in Fig. 11 the results for limestone, which behaves similarly to ceramics. We see that the measured load-displacement curve in Fig. 11(b) has been predicted quite closely. The prediction was based solely on the measured maximum loads of geometrically similar three-point-bend specimens whose sizes ranged as 1:4. The size effect plot from which the material parameters were determined is shown in Fig. 11(a). An equally close agreement has been achieved for high-strength concrete with fine aggregate, which also behaves similarly to ceramics.

Note that, conversely, by fitting the measured \( P(u) \) curve according to Eqs. (33) and (34), one can obtain estimates of the values of \( E', G_f, \) and \( c_f \). The work of fracture, \( W_f \), can be obtained from the area under the \( P(u) \) curve, as well as from the area under the \( R(c) \) curve. It may be noted that the value of average fracture energy \( G_f = W_f/\ell \) where \( \ell \) is the length of ligament (for three-point-bend specimens \( \ell = (1 - a_0)d \)) is in this manner found to be strongly size dependent as well as shape dependent. This shows that the work-of-fracture method does not yield unambiguous information on fracture energy, except if the results are extrapolated to infinite size, as proposed by Planas et al. 49

VI. Sensitivity of Fracture Properties to Micromechanics of Process Zone

As the foregoing theory illustrates, the size effect law yields, for a given structure geometry, a certain unique shape
However, they are likely to influence the shape of the size effect curve only insignificantly because the size effect law has by now been shown to be applicable to materials of very different microstructures and toughening mechanisms. The present approximate, two-parameter form of the size effect law in Eq. (7) suffices only for a global, first-order approximation to deviations from linear elastic fracture mechanics, which is the sole object of interest here. The various possible mechanisms will probably influence only the additional parameters of a more complicated size effect law (see Appendix A). The only significant property which matters from the present viewpoint of macroscopic nonlinear fracture characterization is that there exists at the crack tip a process zone of a finite, nonnegligible size, and that the maximum possible effective size $c_f$ of this zone is, in fracture situations, approximately a material property. Knowledge of $c_f$ cannot be used to distinguish between various toughening mechanisms such as crack bridging or microcracking; rather, $c_f$ lump their effects together.

The type of microstructure and the precise form of the toughening mechanism in the process zone decide, of course, the values of $G_f$ (or $K_f$) and $c_f$. They will have to be considered if the values of $G_f$ and $c_f$ should be predicted from microstructure properties, rather than just determined empirically, by the fitting of test data, as already explained.

By various more detailed assumptions about the micro-mechanics of the process zone, further information can be extracted from size effect tests. Planas and Elices computed the relation between $c_f$ and certain other characteristics of the fracture process zone for crack bridging models with various softening $\sigma_0(\delta)$ relations. For example, for a linearly softening $\sigma_0(\delta)$ relation, which is widely used because of its simplicity and has the form of $\sigma_0 = f(1 - \delta/\delta_0)$ where $\sigma_0(\delta_0) = 0$ and $G_f = f\delta_0/2$, Planas and Elices obtained $c_f = 0.420\delta_0$, where $\delta_0 = E'G_f/(\sigma_0)$. For the same relation, Horii et al. calculated the maximum length (for $d \to \infty$) of the fracture process zone to be $l_f = 0.732\delta_0$, from which, according to the linear softening model, $c_f = 0.573 l_f$. For $\sigma_0(\delta)$ curves with a long tail, the ratio $l_f/c_f$ is larger, while the bridging stresses closer to the initial notch are smaller.

By estimating $\delta_0$ from $c_f$ for an assumed $\sigma_0(\delta)$ relation, one can calculate the local tensile strength as $f_i = (E'G_f)/\sigma_0$. It should be noted that $f_i$ could also be estimated by proper plastic analysis of the structure for $d \to 0$, which does not depend on the form of the $\sigma_0(\delta)$ relation. These two values for $f_i$ should be the same, which gives a constraint that can help in identifying a realistic function for $\sigma_0(\delta)$ from a generalized size effect law with three parameters (see Eqs. (A-5) and (A-6) in Appendix A).

VII. Conclusions

(1) The size effect law in Eqs. (4), (5), and (7) gives a global characterization of nonlinear fracture properties of ceramics with toughening mechanics. It represents a first-order approximation to the deviations from linear elastic fracture mechanism. Its form is independent of the detailed toughening mechanism, but knowledge of this mechanism will be needed for predicting the size effect law parameters rather than measuring them.

(2) The size effect law provides a simple and unambiguous way to determine from the maximum load data on geometrically similar specimens of different sizes the values of (1) the fracture energy, $G_f$ (or fracture toughness, $K_f$), and (2) the effective length of the fracture process zone, $c_f$. From these, one can also further obtain other parameters of the process zone such as the effective critical crack-tip opening displacement, $\delta_c$, as well as the $R$ curve, which is geometry dependent. The material parameters can be identified by nonlinear optimization as well as by linear regression. Knowing $c_f$, one can determine for the given structural geometry the effective length of the fracture process zone.
britleness number, which characterizes the type of fracture behavior of any specimen or structure.

(3) Silicon carbide (SiC (CN-137)) beam specimens of cross-section depths from 7 to 37 mm exhibit behavior that is closer to plastic limit analysis than to linear elastic fracture mechanics (LEFM). On the other hand, fracture behavior of the SiC (CN-163) specimens of the same sizes is transitional between plastic limit analysis and LEFM. The behavior of slip-cast fused silica beam specimens of depths from 5 to 32 mm is closer to LEFM.

APPENDIX A

Derivation of Size Effect Law by Dimensional Analysis

The size effect law for geometrically similar structures (Eq. (7)) can be derived most generally by dimensional analysis and similitude arguments on the basis of the following hypotheses: (I) The energy release of the structure is a function of both (a) the length of fracture, \( a \), and (b) the characteristic size of the fracture process zone, \( c_p \). (II) The length \( a \) at maximum load is not negligible compared to structure size \( d \). The total energy release due to fracture must be expressible in the form

\[
W = \frac{\sigma h b d^2}{2E'} f(\partial_1, \partial_2) \quad (a = \frac{a}{d}, \quad \partial_2 = \frac{c_p}{d}) \quad (A-1)
\]

where \( \sigma \), \( c_p \), \( b/d \), \( \partial_1 \), and \( \partial_2 \) are independent nondimensional parameters (their number follows from Buckingham's theorem of dimensional analysis), and \( f \) is a certain function which may be expected to be smooth. From the crack propagation condition \( \partial W/\partial a = bG \) we get

\[
\sigma^h = \frac{2E'G_f}{d} \left( \frac{\partial f/\partial \partial_2}{\partial_1} \right)^{-1} \quad (A-2)
\]

We now choose the state \( \partial_2 = 0 \) (which corresponds to \( d \to \infty \)) as the reference state, and expand \( \partial f/\partial \partial_2 \) into Taylor series about this state; i.e., \( \partial f/\partial \partial_2 = f_0 + f_1 \partial_2 + f_2 \partial_2^2 + \ldots \) where \( f_0, f_1, \ldots \) are constants if geometrically similar shapes (same \( \partial_2 \)) are considered. Substitution of this series into Eq. (A-2) and truncation of the series after the linear term provides

\[
\sigma^h = \left( \frac{2E'G_f}{f_1c_f + f_0} \right)^{1/2} \quad (A-3)
\]

This yields Eq. (7) if one denotes \( d_0 = f_1c_f + f_0 \) and \( B_{sf} = (2E'G_f/c_f)^{1/2} \). It may be noted that a more general size effect law, \( \sigma_N = B_{sf}(1 + \beta)^{-1/2} \), with an additional parameter \( \beta \), can be derived under some less-restrictive assumptions. However, fitting of test data for concrete specimens of various geometries indicates the optimum value to be \( \beta = 1 \).

Energy Explanation of Size Effect Law

It is instructive to give also a simple energy explanation of the size effect. Consider the uniformly stressed specimen of width \( d \) in Fig. A1, in which a crack of length \( a_o \), with a fracture process zone of width \( h \), propagates from the left. The width \( h \) is a material property; \( h = \kappa d \), where \( \kappa \) is constant. It may be imagined that the formation of a crack band of thickness \( h \) reduces to zero the strain energy density \( \sigma^h/2E' \) in the cross-hatched area. When the crack extends by \( \Delta a \), the additional strain energy that is derived comes from the densely cross-hatched strip of horizontal dimension \( \Delta a \) (Fig. A1). If the failure modes are geometrically similar, then, the larger the panel, the larger is the crack band at failure. Consequently, the area of the densely cross-hatched strip is also larger; it equals \( h \Delta a + 2ka \Delta a \) where \( k \) is a constant depending on the shape of the structure. This illustrates that, for the same \( \sigma_N \), a larger structure releases more stored energy into the same extension \( \Delta a \) of the crack. But since the energy that can be dissipated by the crack extension \( \Delta a \) is independent of the size of the structure, the \( \sigma_N \) value for a longer specimen must be smaller; hence the size effect. To quantify this argument, the energy released from the densely cross-hatched strip (per unit thickness) is

\[
G = \frac{1}{b} \frac{\partial W}{\partial a} = \frac{1}{\Delta a} (h \Delta a + 2ka_0 \Delta a) \frac{\sigma_N}{2E'} = G_f \quad (A-4)
\]

Solving for \( \sigma_N \), one gets Eq. (7) with the notation \( d_0 = h/2ka_0 \), \( B_{sf} = (2E'G_f/h)^{1/2} \) where \( a_0 = a_0/d = \text{constant} \).

Generalization of Size Effect Law

Some test results indicate deviations from the size effect law for very small sizes. That there might be some discrepancies for very small sizes is suggested by the fact that there are two formulas for the brittleness number (Eqs. (11) and (12)) and two ways to get size effect parameters. One uses both the LEFM characteristic \( G_f \) (pertinent to \( d \to \infty \)) and the plastic characteristic \( B_{sf} \) (pertinent to \( d \to 0 \)). The other one uses only crack characteristics, \( G_f \) and \( c_f \) (pertinent to \( d \to \infty \)). A simple empirical generalization, which makes an appreciable difference only for sufficiently small sizes, can be introduced by replacing Eq. (5) with

\[
\tau_W = \left( \frac{E'G_f}{c_d + d} \right)^{1/2} \quad (c_d = \frac{c_f + d}{c_f + d_f}) \quad (A-5)
\]

in which \( \tau_W \) and \( d \) are defined by Eq. (6), and its three parameters \((E'G_f, c_f, d_f)\) can be obtained by nonlinear regression analysis of the test data. The extra parameter, \( c_f \), determines the location of the horizontal asymptote (Fig. A2), which is given by \( \tau_W = (E'G_f/c_f)^{1/2} \). Considering this horizontal asymptote and Eq. (6), and writing the plastic limit load as \( P_e = c_f b d f_i \), one obtains

\[
f_i = \left( \frac{E'G_f}{c_f} \right)^{1/2} \quad (f_i = c_f^2 g'(a_o)) \quad (A-6)
\]

where \( c_f \) depends on geometry and the material model used in plastic analysis. Equation (A-6) enables estimating \( c_f \) and \( f_i \) only from size effect test data. A broader range of test data would be needed to determine all three parameters by regres-
APPENDIX B

Basic Notations

- \( a, a_0 \) Effective and initial crack lengths
- \( b \) Width of specimen
- \( c \) Effective process zone length, \( c = a - a_0 \)
- \( c' \) Limit of \( c \) as \( d \to \infty \), a material parameter
- \( d \) Characteristic size (dimension) of specimen
- \( \bar{d} \) Intrinsic size of structure, Eq. (6)
- \( E' \) Modulus of elasticity
- \( f_i \) Local tensile strength in softening models, a material parameter
- \( f_\alpha \) Arbitrary measure of strength
- \( G_i \) Apparent fracture energy
- \( G_I \) Fracture energy (limit of \( G_i \) as size approaches infinity, a material parameter)

\[ K_k \] Apparent fracture toughness
\[ K_I \] Limit of \( K_k \) as \( d \to \infty \), a material parameter
\[ \ell \] Span of the beam
\[ \ell_c \] Ligament length
\[ \ell_0 = E'G_i/ff \] A material length parameter
\[ \ell_\ell \] Length of process zone
\[ P_{\text{max}} \] Maximum load
\[ R(c) \] Resistance to crack growth (critical energy release rate)

\[ u \] Load-point displacement
\[ \alpha, \alpha_0 \] Relative effective and initial crack lengths (= \( a/d, a_0/d \))
\[ \beta \] Brittle number
\[ \sigma_c \] Nominal stress at maximum load, Eq. (1)
\[ \tau_N \] Intrinsic nominal stress at maximum load, Eq. (6)
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