Scaling of Static Fracture of Quasi-Brittle Structures:
Strength, Lifetime, and Fracture Kinetics

The paper reviews a recently developed finite chain model for the weakest-link statistics of strength, lifetime, and size effect of quasi-brittle structures, which are the structures in which the fracture process zone size is not negligible compared to the cross section size. The theory is based on the recognition that the failure probability is simple and clear only on the nanoscale since the probability and frequency of interatomic bond failures must be equal. The paper outlines how a small set of relatively plausible hypotheses about the failure probability tail at nanoscale and its transition from nano- to macroscale makes it possible to derive the distribution of structural strength, the static crack growth rate, and the lifetime distribution, including the size and geometry effects [while an extension to fatigue crack growth rate and lifetime, published elsewhere (Le and Bažant, 2011, “Unified Nano-Mechanics Based Probabilistic Theory of Quasibrittle and Brittle Structures: II. Fatigue Crack Growth, Lifetime and Scaling,” J. Mech. Phys. Solids, 1322–1337), is left aside]. A salient practical aspect of the theory is that for quasi-brittle structures the chain model underlying the weakest-link statistics must be considered to have a finite number of links, which implies a major deviation from the Weibull distribution. Several new extensions of the theory are presented: (1) A derivation of the dependence of static crack growth rate on the structure size and geometry, (2) an approximate closed-form solution of the structural strength distribution, and (3) an effective method to determine the cumulative distribution functions (cdf’s) of structural strength and lifetime based on the mean size effect curve. Finally, as an example, a probabilistic reassessment of the 1959 Malpasset Dam failure is demonstrated. [DOI: 10.1115/1.4005881]

Introduction

Modern engineering structures are often made of quasi-brittle materials. These are brittle heterogeneous materials which include concrete (as the archetypical example), rocks, coarse-grained and toughened ceramics, fiber composites, masonry, mortar, stiff cohesive soils, grouted soils, consolidated snow, wood, paper, rigid foams, sea ice, dental ceramics, dentine, bone, biological shells, many bio and bio-inspired materials, and many more materials at the micro- and nanoscales. The salient feature of quasi-brittle structures is that the size of material inhomogeneities is not negligible compared to the structure size. This causes the quasi-brittle structures to exhibit a size-dependent failure behavior; small-size structures fail in a quasi-plastic manner, whereas large-size structures fail in a brittle manner. Such a transition has been well demonstrated by the analysis of size effect on the mean structural strength [1–5].

Recent research efforts have been directed to the probabilistic aspect of structural strength of quasi-brittle structures, which is more complicated compared to ductile and brittle structures [6–9]. Here the attention is limited to a broad class of structures that fail at the initiation of a macrocrack from one representative volume element (RVE), whose size is about 2 to 3 times of the size of material inhomogeneities. Statistically, the structure must follow the weakest-link model which allows the cumulative distribution function (cdf) of structural strength to be calculated from the cdf of the strength of one RVE.

The strength distribution of one RVE can further be related to the strength cdf of a nano scale element through a multiscale statistical model, where the strength statistics of the nanoscale element is derived from atomistic fracture mechanics of nanocracks propagating by small, activation-energy-controlled, random jumps through the nanoscale structure [8]. The model predicts that the cdf of structural strength depends on the structure size; as the size increases, there is a gradual transition from the Gaussian (or normal) distribution (modified by a far-left power-law tail) to the Weibull distribution (which should properly be called the Fisher-Tippet-Weibull distribution [10]). Consequently, the model implies an intricate size effect on the mean structural strength, which agrees with the predictions by other well-established mechanical models such as nonlocal Weibull theory and cohesive crack model [7].

This finite weakest-link model of strength distribution has further been extended to the lifetime distribution of quasi-brittle structures under constant loads by means of kinetics of crack growth [8,9]. The crack growth rate law under constant loading was first studied in the context of corrosive environment based on the classical rate process theory [11,12]. For purely stress-driven crack growth, experiments showed that the dependence of crack growth velocity on the applied stress could be described by a simple power law [13–15]. Fett [16] suggested that the power law for crack growth rate could be justified by the breakage frequency of the bond between a pair of atoms. However, such a justification is limited to the Morse potential only, and it does not take into account the bridging between the atomic scale and the macroscale. A recent study showed that the power law for crack growth rate could be justified on the basis of fracture mechanics of nanocrack propagation and the equality of energy dissipation rates calculated on the nano- and macroscales [8,17]. Based on the crack growth kinetics, the lifetime distribution can then be derived from the
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strength distribution. It has been shown that the resulting lifetime cdf agrees well with the observed lifetime histograms of quasi-brittle materials, such as engineering and dental ceramics [9,17,18]. For an explanation why the present model eschews flaw statistics see [9].

This paper reviews the recently developed finite weakest-link model of strength and lifetime distributions and presents three new extensions of the theory: (1) a derivation of the dependence of static crack growth rate on the structure size and geometry, (2) an approximate closed-form solution for the cdf of strength, and (3) an effective method for determining the strength and lifetime cdf’s based on the mean size effect curves. A probabilistic reassessment of the failure of the Malpasset Dam is presented as an example. The writers’ presentation at the Rice Symposium further included an extension of the present theory to fatigue crack growth and to size effect on the distribution of fatigue lifetime. But this aspect has been treated in another paper [19].

Stress-Driven Fracture of Nanoscale Structures

Failure of a macrostructure always originates from the fracture of its nanostructures, such as a regular atomic lattice representing a single crystal grain of brittle ceramic, or a completely disordered structure representing a system of nanoparticles of the calcium silicate hydrate in concrete. Therefore, the statistics of macroscale failure should be derived from the fracture statistics at the nanoscale.

Extensive efforts have been devoted to physically based numerical simulations of crack propagation through an atomic lattice, based on the coupling between the quantum mechanics (QM) and molecular dynamics (MD) [20,21]. Nevertheless, it requires millions of QM-MD simulations to obtain the tail part of failure probability, which is currently beyond the conventional computational capacity. Despite the limitations of computational approach for the failure statistics of nanostructures, there exists a well established physical theory for the frequency of breakage of interatomic bonds. It is the rate process theory in which the rates of breakage of interatomic bonds are derived from the distribution of thermal energies of atoms and the frequency of passage over the activation energy barriers of the interatomic potential [22–27]. This theory justifies the Arrhenius thermal factor and has long been used to transit from the atomic scale to the material scale, providing the temperature and stress dependence of the rates of creep, diffusion, phase changes, adsorption, chemical reactions, etc.

The frequency of interatomic bond breakage can further be considered to be equal to the breakage probability. This is due to the fact that the process at the atomic scale is quasi-stationary, which can be verified in two ways: (1) The natural energy scale for chemical bonds and activation barriers between long-lived well-defined molecular states, is the electron-volt. This scale is larger by at least an order of magnitude than the thermal energy scale ($kT \approx 0.25 \text{ eV}$ at room temperature, where $k$ = Boltzmann constant and $T$ = absolute temperature), while in the case of a large free energy barrier the transition between two states is relatively slow, making the breakage process quasi-stationary. (2) The interatomic bonds in the fracture process zone (FPZ) break at the rate of about $10^{15}$ s$^{-1}$ in static fracture and about $10^{13}$ s$^{-1}$ in fracture under missile impact, while the rate of thermal atomic vibrations is about $10^{14}$ s$^{-1}$. Therefore, one jump over the activation energy barrier, or one interatomic bond break, occurs only after every $10^5$ or $10^6$ atomic vibrations, respectively.

Consider a nanocrack propagating through a nanoelement, either a regular atomic lattice or a disordered system of nanoparticles (Fig. 1). There are many pairs of interatomic bonds or many nanoparticle connections along this nanocrack, and the nanocrack advances in discrete jumps over the activation barriers of these interatomic bonds or nanoparticle connections. The nanoelement fails when the nanocrack propagates to a certain critical length, which involves many discrete crack front jumps. Therefore, the energy difference $\Delta Q$ between two adjacent potential wells, which represents two adjacent metastable states, must be very small compared to the activation energy barrier $Q_0$.

For the case of a large activation barrier ($Q_0 >> \Delta Q$), the rate of transition between two adjacent metastable states can be expressed by Kramers’ formula [24,28,29]:

$$f_1 = v_T (e^{-Q_0/\Delta Q}/kT - e^{-(Q_0+\Delta Q)/kT}) = 2v_T e^{-Q_0/kT} \sinh[\Delta Q/2kT]$$  \hspace{1cm} (1)

where $Q_0$ = free activation energy barrier, $v_T = kT/h$, $h = 6.626 \times 10^{-34}$ J s = Planck constant = (energy of a photon)/(frequency of its electromagnetic wave), and $\Delta Q = kQ_0/\alpha$ = energy difference between two adjacent states. The breakage frequency, which is equal to the breakage probability, can be calculated as $f_B = f_1/f_0$, where $f_0 = \text{rate of thermal atomic vibrations}$. In the present model, the two adjacent states represent the states of a nanoelement before and after the nanocrack front propagates by one atomic spacing or one spacing of nanoparticle connections. Therefore, $\Delta Q$ can further be related to the applied remote stress $\tau$ through the equivalent linear elastic fracture mechanics [8]:

$$\Delta Q = V_a(x) \frac{\tau}{E}$$  \hspace{1cm} (2)

where $V_a(x) = \delta_a(\gamma_1 kT)^2 (\alpha)^2(x) = \text{activation volume}$, $\delta_a = \text{atomic spacing}$ or spacing of nano-particle connections, $k(x) = \text{characteristic dimension}$ of the nanoelement, $\gamma_1 = \text{geometry constant}$ such that $\gamma_1 = \text{perimeter of the growing crack front}$.

The nanoscale stress $\tau$ can be considered proportional to the macro scale stress $\sigma$, i.e., $\tau = c \sigma$, where $c = \text{constant}$. At the nanoscale, the breakage of individual interatomic bonds or nanoparticle connections can be considered as an independent process [26]. Consequently, the frequency of failure of a nanoelement can be calculated as the sum of the frequencies of breakage of interatomic bonds or nanoparticle connections that are needed to propagate the nanocrack to its critical length. Furthermore, previous studies [8,9] have demonstrated that the argument of the sine hyperbolic function in Eq. (1) is usually very small, i.e., $\Delta Q/2kT < 0.1$. Based on Eqs. (1) and (2), we can thus write the failure probability of the nanoelement under stress $\tau$ as follows:

$$P_f \propto v_T e^{-Q_0/\Delta Q} \left[ \int_{v_a} \gamma_1 kT \right] \frac{\sigma^2}{E} \frac{\gamma_1 kT}{2}$$  \hspace{1cm} (3)

Based on the present framework, the velocity of nanocrack propagation can simply be calculated as [17]

$$v_a = f_1 \delta_a = v_T e^{-Q_0/\Delta Q} K^2$$  \hspace{1cm} (4)

where $v_a = \delta_a(\gamma_1 kT)^2 / E$ and $K_a = \text{stress intensity factor} (\text{SIF})$ of the nanoelement. The exponen value of 2 ensues from the
transition theory upon noting that the energy difference (or bias) between the forward and backward activation energies (i.e., between two adjacent metastable states of crack front in a discrete nanostructure) must be proportional to the nanoscale energy release rate according to the equivalent linear elastic fracture mechanics, which in turn is proportional to the square of the applied nanostress.

Note that the foregoing analysis is limited to the stress-driven failure. When the stress is sufficiently small, the diffusion-driven failure would govern [30]. However, a simplified one-dimensional random walk analysis showed that the diffusion-driven failure would correspond to an extremely low failure probability \( \propto 10^{-12} \), which is not of interest in most practical engineering designs [9,17].

Probability Distribution of Structural Strength

To link the strength statistics at nanoscale and macroscale, one must rely on a certain multiscale transition framework. Direct numerical simulations are often associated with two main difficulties: (1) A questionable assumption about how physical laws transit across the scales, and (2) excessive computational efforts for simulating the tail of strength cdf. Instead of numerical multiscale simulations, recent studies showed that the strength distribution of a macro-scale RVE can be approximately related to the strength distribution of its nanoelements through a hierarchical statistical model [7–9], which consists of a bundle of two long subchains, each of which consists of subbundles of two sub-chains, etc., until the nanoscale element is reached (see Fig. 3(c) in [9]). Although the hierarchical model merely represents a mathematical approximation of multiscale transition of strength statistics, it qualitatively reflects two main physical mechanisms of the failure of quasi-brittle materials, namely distributed damage and damage localization.

The mathematical formulations of chain and bundle models have been discussed in detail, e.g., [7,9,31–36]. A recent study [7,9] showed that the probability distribution function of RVE strength could be approximated as a Gaussian distribution onto which a power-law tail is grafted at the probability

\[
p_f(\sigma_N) = \begin{cases} (m/s_0) (\sigma_N/s_0)^{m-1} e^{-(\sigma_N/s_0)^m} & (\sigma_N \leq \sigma_B) \\ r_1 e^{-(\sigma_N-h_0)^2/2\sigma_0^2} /\sqrt{2\pi} & (\sigma_N \leq \sigma_B) \end{cases}
\]

where \( p_f(\sigma_N) \) = probability density function (pdf), \( \sigma_N \) = nominal strength, which is a maximum load parameter with the dimension of stress. In general, \( \sigma_N = c_p P_{max} / bD \) or \( c_p P_{max} / D^2 \) for two- or three-dimensional scaling (\( P_{max} \) = maximum load of the structure, \( c_p \) = parameter chosen such that \( \sigma_N \) represent the maximum principal stress in the structure, \( b = \) structure thickness in the third dimension, \( D = \) characteristic structure dimension or size). Furthermore, \( m \) (Weibull modulus) and \( s_0 \) are the shape and scale parameters of the Weibull tail, and \( \mu_c \) and \( \sigma_0 \) are the mean and standard deviation of the Gaussian core if considered extended to \( -\infty \). \( r_1 \) is a scaling parameter required to normalize the grafted cdf such that \( \int_0^\infty p_f(\sigma_N) d\sigma_N = 1 \). Finally, continuity of the pdf at the grafted point requires that \( p_f(\sigma_N^1) = p_f(\sigma_N^2) \).

Since we limit our attention to structures failing (under controlled load) at the initiation of a macrorack from one RVE, the structure can be statistically modeled as a chain of RVEs. Based on the joint probability theorem and the assumption that the strength of each RVE is an independent random variable, the strength cdf of the structure can be calculated as

\[ P_f(\sigma_N) = 1 - \prod_{i=1}^N \left\{ 1 - P_f(\sigma_N(x_i)) \right\} \]

where \( x(x_i) = \) dimensionless stress field such that \( \sigma_N(x_i) = \) maximum principal stress for ith RVE, \( P_f(\sigma_N) = \) strength cdf of one RVE, and \( x(x) = \text{max}(x, 0) \). What governs the cdf of strength of very large structures is the tail part of the strength cdf of one RVE, and in that case Eq. (7) leads to the classical two-parameter Weibull distribution [7], which is consistent with the extreme value statistics for the strength cdf of perfectly brittle materials [37–40]:

\[ P_f(\sigma_N) = 1 - \exp\left\{ -N_{eq} \left( \frac{\sigma_N}{\sigma_0} \right)^m \right\} \]

where \( N_{eq} = \int_{\sigma_0}^{\infty} (x(x))^m dV(x) / l_0^m = \) equivalent number of RVEs and \( l_0 = \) RVE size. \( N_{eq} \) physically means that a chain of \( N_{eq} \) RVEs under a uniform stress \( \sigma_0 \) would give the same failure probability as Eq. (7) for a body with nonuniform stress field \( \sigma_N(x) \). Clearly the concept of \( N_{eq} \) leads to a closed-form expression of the strength cdf in terms of the stress field. However, for small- and intermediate-size structures, \( N_{eq} \) cannot be expressed as an explicit function of the stress field. In such case, one has to rely on the original weakest-link model [Eq. (7)].

Recent studies suggested a nonlocal boundary layer model to calculate the strength cdf of structures of any size [41]. In this method, a boundary layer of thickness \( h_0 \approx l_0 \) along all the surfaces is separated from the structure. For the boundary layer, one only needs to evaluate the stress for the points of the middle surface \( \Omega_L \) of the layer. For the interior domain \( V_L \), the failure probability of each material point is considered to depend on the nonlocal stress. Therefore, the original weakest-link model can be rewritten as

\[ \ln[1-P_f(\sigma)] = \sum_{i=1}^N \ln[1-P_f(\sigma_N(x_i))] \]

where \( P_f(\sigma_N) = 0.01 \) and \( P_f(\sigma_N) = 0.5 \).

Fig. 2 Approximation of grafted Weibull-Gaussian cdf of strength by the Taylor series expansion

\[ \ln(1 - P_f) = h_0 \int_{\Omega_w} \ln[1 - P_W(\sigma(x))] \frac{d\Omega(x_0)}{V_0} + \int_{V_G} \ln[1 - P_G(\sigma(x))] \frac{dV_G(x)}{V_0} \]  

(9)

where \( \bar{\sigma}(x) \) is the nonlocal stress, \( w(x - x') \) is the weighting function, \( V_0 \) is the volume of the RVE, and \( V_G \) is the volume of the Gaussian part of the interior part of structure. The main advantage of the nonlocal boundary layer model is that it allows one to compute the strength cdf without subdividing the structure into the RVEs. However, it does not lead to a closed-form expression for the cdf of structural strength.

To obtain an approximate closed-form solution for the strength cdf, the following approach is proposed here: Divide further both the boundary layer \( \Omega_w \) and the interior part \( V_G \) into two parts: (1) the Weibullian region, where the principal stress is less than the grafting stress, and (2) the Gaussian region, where the principal stress is larger than the grafting stress. Then one could rewrite Eq. (9) as

\[ \ln(1 - P_f) = \int_{V_{W}} \ln[1 - P_W(\sigma(x))] \frac{dV_W(x)}{V_0} + \int_{V_G} \ln[1 - P_G(\sigma(x))] \frac{dV_G(x)}{V_0} \]  

(10)

where \( P_W = \) Weibull tail of strength cdf of one RVE, \( P_G = \) Gaussian part of strength cdf of one RVE, \( V_W = \) Weibullian region of the interior part of structure = \( \{ x \mid x \in V_G \land \sigma(x) \leq \sigma_f \} \), \( V_G = \) Gaussian region of the interior part of structure = \( \{ x \mid x \in V_G \land \sigma(x) > \sigma_f \} \), \( V_G = \) Weibullian region of the boundary layer = \( \{ x \mid x \in \Omega_w \land \sigma(x) \leq \sigma_f \} \), and \( \Omega_G = \) Gaussian part of the boundary layer = \( \{ x \mid x \in \Omega_w \land \sigma(x) > \sigma_f \} \).

The integrals for the Weibullian region \( I_{V_W} \) and \( I_{V_G} \) can easily be expressed as a function of the stress field by using the concept of \( N_{\alpha} \) [Eq. (8)]. Though the integrals \( I_{V_G} \) and \( I_{V_G} \) for the Gaussian region cannot be explicitly related to the stress field, an approximate solution is possible based on the Taylor expansion of the Gaussian part of the grafted distribution of RVE strength. The weakest-link model implies that the material elements subjected to small principal stress make negligible contributions to the failure of the entire structure (to illustrate it, consider the Weibull distribution with the Weibull modulus of 24; then, if the failure probability of an element with principal stress \( \sigma = p \) then the failure probabilities of the elements with principal stress 0.8 \( \sigma, 0.6 \sigma \), and 0.4 \( \sigma \) are about 4.7 \times 10^{-3}p, 4.7 \times 10^{-6}p, and 2.8 \times 10^{-9}p, respectively).

Therefore, to calculate the cdf of strength, one could consider the elements with principal stress larger than 0.6 \( \sigma_N \). With such a limited stress range, one could approximate \( \ln[1 - P_G(\sigma)] \) by a linear combination of the Taylor expansions of \( \ln[1 - P_G(\sigma)] \) at \( \sigma = \sigma_N \) and \( \sigma = \mu \sigma_N \), where \( \mu = \max(0.6, \sigma_f/\sigma_N) \):

\[ \ln[1 - P_G(\sigma)] = \phi(\sigma) \sum_{k=0}^{3} \frac{f^{(k)} (\mu \sigma_N)}{k!} (\sigma - \mu \sigma_N)^k + [1 - \phi(\sigma)] \sum_{k=0}^{3} \frac{f^{(k)} (\sigma_N)}{k!} (\sigma - \sigma_N)^k \]  

(11)

where \( f^{(k)} (\sigma) = \frac{\partial^k \ln[1 - P_G(\sigma)]}{\partial \sigma^k} \)  

(12)

\[ \phi(\sigma) = 1 - \left[ \frac{\sigma - \mu \sigma_N}{\sigma_N - \mu \sigma_N} \right]^2 \]  

(13)

Figure 2 shows that the foregoing approximation based on the Taylor series expansion agrees well with the exact behavior of \( \ln[1 - P_G(\sigma)] \). With Eq. (11), the integrals \( I_{V_G} \) and \( I_{V_G} \) can then be explicitly related to the stress field:

\[ I_{V_G}(\mu) = \sum_{k=0}^{3} \frac{f^{(k)} (\mu \sigma_N)}{k!} \Delta_{V_G,1}(k, \mu) + \sum_{k=0}^{3} \frac{f^{(k)} (\sigma_N)}{k!} \Delta_{V_G,2}(k, \mu) \]  

(14)

\[ I_{V_G}(\mu) = \sum_{k=0}^{3} \frac{f^{(k)} (\mu \sigma_N)}{k!} \Delta_{V_G,1}(k, \mu) + \sum_{k=0}^{3} \frac{f^{(k)} (\sigma_N)}{k!} \Delta_{V_G,2}(k, \mu) \]  

(15)

\[ \text{Fig. 3} \quad \text{Mean size effects on structural strength and lifetime} \]
\[ \Delta v_{i1}(k, \mu) = \frac{1}{\mu} \int_{V_{i1}(\mu)} \left[ 1 - \left( \frac{\bar{s}(x) - \mu}{1 - \mu} \right)^2 \right] \tilde{s}(x) dV \]  
\[ \Delta v_{i2}(k, \mu) = \frac{1}{\mu} \int_{V_{i2}(\mu)} \left[ 1 - \left( \frac{\bar{s}(x) - \mu}{1 - \mu} \right)^2 \right] \tilde{s}(x) dV \]
\[ \Delta v_{11}(k, \mu) = \frac{1}{\mu} \int_{V_{11}(\mu)} \left[ 1 - \left( \frac{\bar{s}(x) - \mu}{1 - \mu} \right)^2 \right] \tilde{s}(x) dV \]
\[ \Delta v_{12}(k, \mu) = \frac{1}{\mu} \int_{V_{12}(\mu)} \left[ 1 - \left( \frac{\bar{s}(x) - \mu}{1 - \mu} \right)^2 \right] \tilde{s}(x) dV \]

\[ \Delta v_{i1}(k, \mu) \] and \[ \Delta v_{i2}(k, \mu) \] can be analytically integrated for structures with some simple stress field, such as linear and bilinear stress profiles. This is probably applicable to many structures where the profile of the stress field in proximity of the point with the largest maximum principal stress can be approximated by a linear function. By expressing the strength cdf in a closed form, one could then easily calibrate the statistical parameters based on the optimum fits of experimentally measured histograms.

**Kinetics of Static Crack Growth**

Besides structural strength, the service lifetime of structures under a prescribed constant load is another important design consideration. The kinetics of static crack growth has long been recognized as the proper way to calculate the structural lifetime [8,26,42,43]. Equation (4) shows that the growth rate of a nanocrack is controlled by a FPZ of a finite width but by a cohesive line crack characterized by the potentials of a row of interatomic bonds or nanoparticle connections (e.g., [44]). Therefore, if there are \( q \) different scales between the macro- and nanoscales, then \( N_q = n_1 q_2 \cdot n_q \). At each scale we expect that the number of cracks would depend on the stress, and furthermore, such dependence could be described by a self-similar function, i.e., a power law.

This directly leads to the conclusion that the number of active nanocracks that have a power-law dependence on the macroscale SIF [8,9] is \( N_q \sim K/K_q \), where \( K_q \) is the critical value of \( K \) at which the crack can propagate at monotonic loading. Therefore, Eq. (22) can be rewritten as

\[ \dot{a} = A' e^{-\phi_0/\psi} \frac{K_{p+2}}{K_{e}} \]  

where \( K_{e} = K_{\infty} \left( \frac{D}{D + D_0} \right)^{1/2} \)

\[ \dot{a} = C e^{-\phi_0/\psi} \left( 1 + \frac{D_0}{D} \right)^{2-n} \]

where \( C = A' K_{e}^{n} \) and \( n = p/2 \). Comparing Eq. (25) with Eq. (20), it is clear that parameter \( A \) in Eq. (20) must depend on the structure size and geometry. Bayant and Xu [45] introduced a similar size effect to the Paris law for quasi-brittle structures under cyclic loading, and verified it by tests of the fatigue crack growth in concrete specimens of different sizes. Unfortunately, no experiments have yet been performed for the size dependence of static crack growth rate law.

Another noteworthy point is that, in the present model, the power-law exponent \( n \) is considered to be a constant. Extensive experiments showed that the power-law exponent of Paris law for fatigue crack growth could depend on the structure size and geometry [48,49]. However, the degree of such dependence varies for different materials and the corresponding mathematical description is unavailable. With the lack of experimental data on the size effect on the static crack growth rate, it is uncertain how the power-law exponent \( n \) would change with the structure size and geometry for quasi-brittle structures. Nevertheless, it may be pointed out that, in the present framework, the size dependence of the power-law exponent could be introduced by employing the argument of incomplete self-similarity for the function \( N_q(K) \), which would be similar to Barnabili and Botvina’s concept of the size effect on the Paris law exponent [48,50].

**Probability Distribution of Structural Lifetime**

The kinetics of static crack growth will now be used to link the strength and the lifetime of one RVE. Consider that two tests are conducted on the same RVE: (1) The strength test, in which the RVE is directly loaded to failure and the failure stress \( \sigma_f \) is recorded, and (2) the lifetime test, in which the RVE is loaded under a prescribed nominal stress \( \sigma_0 \) and the loading duration \( \lambda \) is recorded. Here we consider that the RVE contains a subcritical
crack and fails when this crack propagates to its critical length. Within the framework of equivalent linear elastic fracture mechanics, this subcritical crack can be considered to represent the distributed damage in the RVE.

Applying Eq. (25) to the growth of the subcritical crack for the aforementioned two loading histories, one can obtain the relation between the strength and lifetime of one RVE:

\[ \sigma_N = \beta_0 \sigma_0^{n/(n+1)} \lambda^{1/(n+1)} \]  
\[ \text{(26)} \]

where \( \beta = (r[n+1])^{1/(n+1)} \) is a constant and \( r = \) loading rate used in the strength test. Note that, in the present analysis, we apply the static crack growth rate to one RVE. Therefore the size dependence of crack growth rate is not a concern here.

Since the random strength and lifetime of one RVE are related by Eq. (26), the lifetime cdf of one RVE could be obtained by directly substituting Eq. (26) into Eqs. (5) and (6):

\[ P_f (\lambda) = 1 - \exp \left\{ - (\lambda / s_1) \right\} \]  
\[ \text{for } \lambda < \lambda_g \]  
\[ \text{(27)} \]

\[ P_f (\lambda) = P_f + r_f \sigma_0 \sqrt{2\pi} \int_{\sigma_0}^{(\lambda) \sigma} \exp \left\{ - (\sigma - \sigma_0)^2 / 2\sigma_0^2 \right\} d\sigma' \]  
\[ \text{for } \lambda \geq \lambda_g \]  
\[ \text{(28)} \]

where \( \gamma = \beta_0 \sigma_0^{n/(n+1)} \lambda_g = \beta_0 \sigma_0^{n/(n+1)} s_k = s_0^{n/(n+1)} \sigma_0^{n/(n+1)} r_0^* \), \( P_f = P_f(\lambda_g) \), and \( m = m_0 / (n + 1) \). It is clear that the lifetime cdf has a constant and \( \text{for } \lambda < \lambda_g \).

The lifetime of the structure is determined by the shortest life-time of its RVEs. Therefore, the cdf of structural lifetime can again be calculated based on the weakest link model:

\[ P_f (\sigma_0, \lambda) = 1 - \prod_{j=1}^{N} \{ 1 - P_f (\sigma_0(x_j), \lambda) \} \]  
\[ \text{(29)} \]

where \( \sigma_0 = \) applied nominal stress = \( c_r P / b D \) or \( c_r P / D^2 \) for two- or three-dimensional scaling, and \( P = \) applied load. Similar to the strength cdf, it can easily be shown that the lifetime cdf of large-size structures must approach the Weibull distribution:

\[ P_f (\lambda) = 1 - \exp \left\{ - \left( \frac{\lambda}{s_2} \right)^m \right\} \]  
\[ \text{(30)} \]

To calculate the lifetime cdf of small- or intermediate-size structures, we could use the same mathematical framework as that used for the cdf of strength. Either one could apply the nonlocal boundary layer method to numerically calculate the lifetime cdf, or use the Taylor expansion method to obtain an approximate closed-form expression of the lifetime cdf for structures with a simple stress field.

**Scaling of Mean Structural Strength and Lifetime**

The finite weakest-link model directly indicates that the type of strength cdf and lifetime cdf varies with the structure size and geometry. Consequently, it is expected that the mean structural strength and lifetime must also depend on the structure size and geometry. Figure 3 presents the calculated size effect curves of the mean strength and lifetime. It can be seen that the size effect curves converge to the classical Weibull size effect at the large size limit. For small- and intermediate-size structures (\( N_{crs} < 1000 \)), the mean size effect curves deviate upward from the classical Weibull size effect. This is because the RVE size is not negligible compared to the structure size, where the classical Weibull distribution is inapplicable.

Although it is next to impossible to express the mean strength and lifetime in a closed form, approximate solutions can be obtained through asymptotic matching:
strength of one RVE, we can calculate the cdf of strength of structures of any size and geometry. Note that, to determine the lifetime cdf based on the mean size effect, the same framework can be applied except that one would need to know the power-law exponent of the static crack growth rate.

**Optimum Fits of Strength and Lifetime Histograms**

For decades, extensive efforts have been devoted to experimental investigations of strength and lifetime statistics of quasi-brittle materials through histogram testing [42,51–58]. A direct verification of the proposed model can be made by optimum fitting of the observed strength and lifetime histograms. It has been found that the strength and lifetime histograms of quasi-brittle materials, such as concrete, fiber composites, and industrial and dental ceramics, systematically deviate from a straight line on the Weibull scale. Instead, the histograms consist of two segments, where the lower part follows a straight line and the upper part deviates from the straight line to the right. Clearly, the two-parameter Weibull distribution could not fit these two segments simultaneously.

In contrast, the present theory predicts that the strength and lifetime cdfs must consist of two parts separated by the grafting probability: $P_g = 1 - (1 - P_f) \gamma^\beta$. For $P_f \leq P_g$, the strength and lifetime distributions can be calculated as a chain of Weibullian elements, which leads to a Weibull cdf. For $P_f > P_g$, the strength cdf can be calculated as a chain of Gaussian elements and the lifetime cdf can be considered as a chain of elements with a Gaussian cdf transformed by a power law, which deviate from a straight line on the Weibull scale. Clearly this deviation is due to the fact that the RVE size is not negligible compared to the structure size (i.e., $P_g < 1$), and the grafting probability can be considered as a physical measure of the quasi-brittleness of the structures.

Figure 4 presents the optimum fits of strength and lifetime histograms of engineering ceramics. The details of tests are as follows: (a) Strength of silicon nitride with sintering additive (Si$_3$N$_4$–Al$_2$O$_3$–Y$_2$O$_3$) [58]: 27 specimens with dimensions $3 \times 4 \times 40$ mm were tested under four-point bending. (b) Strength of 99.9% Al$_2$O$_3$ [42]: four-point bending tests were carried out on 30 specimens with dimensions $4.5 \times 3.5 \times 45$ mm. (c) Lifetime of MgO-doped HPSN (hot-pressed silicon nitride): 25 specimens were tested under four-point bending at an elevated temperature 1100 °C. The applied stress is about 50% of the mean short-time strength. (d) Lifetime of 99.9% Al$_2$O$_3$: 25 specimens with dimensions $4.5 \times 3.5 \times 45$ mm were tested under four-point bending with an applied stress about 78% of the mean short-time strength. For four-point bend specimens, one could obtain a closed-form expression of the strength and lifetime cdfs based on the aforementioned Taylor expansion method.

As seen in Fig. 4, the present model agrees well with the experimentally measured strength and lifetime histograms. Further optimum fits of strength and lifetime cdfs of dental ceramic and fiber composites can be found in [8,9,59,60].

**Failure Analysis of the Malpassets Dam**

We will now apply the present theory to analyze the failure of the Malpasset Dam in the French Maritime Alps. Built in 1954, the dam failed at its first complete filling in 1959 [61–63]. The failure is believed to have been caused by vertical flexural cracks engendered by lateral displacement of abutment. The analysis may be simplified by considering only the midheight cross-sectional slice of the dam, which represents a horizontal circular two-hinge arch of constant thickness $H = 6.78$ m. The radius and central angle of the arch are $R = 92.68$ m and $2\beta = 133$ deg. The dam is loaded by the slip of its right abutment (Fig. 5).

To simplify the analysis of the failure of the Malpasset Dam in 1959, we assume the hydraulic pressure is resisted by a generic horizontal slice of the dam acting as an arch. To clarify the size effect, we consider geometrically similar two-dimensional arches of various dimensions $D$ representing the depth of the arch (characteristic dimension of the arch to be scaled); $R = \text{radius of arch} = 13.67D$ (when $D = H$, the 2D arch model corresponds to the actual size of the Malpasset Dam). In this simplified two-dimensional arch model, the uniaxial stress can be conveniently...
expressed in the polar coordinate $\xi$, $\theta$ (Fig. 5). The failure was caused by excessive lateral slip of the right abutment of the arch, denoted as $u$. From Castigliano's theorem and the classical theory of bending, the bending stress in the arch is

$$\sigma = \frac{2(\cos \beta - \cos \theta)\xi}{1 - \cos \beta}$$  \hspace{1cm} (41)

$$\sigma_N = \frac{6u(1 - \cos \beta)R}{CbD}$$ \hspace{1cm} (42)

where $C = \text{compliance}$ \hspace{0.5cm} $\int_{0}^{\beta} \frac{1}{(\cos \theta - \cos \beta)^2}d\theta$, $E$ = elastic modulus, $y/D$, $y$ = distance from the neutral axis, and $\sigma_N$ is the maximal tensile stress, which occurs on the surface ($\xi = -1/2$) at the central cross section ($\theta = 0$).

Based on the simplified stress field, the cdf of nominal strength $\sigma_N$ can be calculated by the nonlocal boundary layer method. The RVE size is chosen to be 0.28 m [64]. Considering geometrically similar arches of different sizes, we obtain the size effect on the mean nominal strength. By choosing proper statistical parameters, Fig. 6 shows that the mean size effect calculated on the basis of the present model agrees well with the recent stochastic finite element analysis of this arch by the microplane model for the actual size and scaled sizes [64]. Note that these two models start to deviate for small sizes for which there are only three to four RVEs across the arch depth. This is because when the structure is small the boundary layer occupies a large portion of the structure and the averaging of elastic strains within the boundary layer cannot realistically represent the actual stress redistribution in the deterministic calculation.

Figure 7 presents the size effect on the strength cdf. It can be seen that, for the generally accepted tolerable failure probability, which is $P_f = 10^{-6}$ [65–67], the corresponding nominal strength significantly decreases as the size of dam increases. For instance, compared to the strength of a prototype dam scaled down as 1:8, the nominal strength of the actual dam, which is proportional to its allowable abutment movement, is reduced by about 37%. The abutment movement considered in the design of this dam is not known but we can observe that if the size effect could have been considered in the design of this dam, the allowable movement of the abutment would have been 37% smaller than what was considered in design. Further note that this reduction corresponds to the case of deterministic loading. In reality, the abutment movement is uncertain and highly random. This means that a partial safety factor for the effect of abutment movement must be introduced as well, and according to the present theory this safety factor is also subjected to a size effect.

It is appropriate to comment on the role of failure statistics of microstructure in the analysis of large-scale structures such as the Malpasset Dam. In general, based on the present model, the size-dependent failure probability of the macrostructure is characterized by the Gauss-Weibull distribution of the macroscale RVE, which is based on the hierarchical series-parallel coupling model. The failure probability of the whole structure is then determined by a finite weakest-link model, whole links, corresponding to the individual RVEs, exhibit the Gauss-Weibull distribution of strength. However, the hierarchical model is only qualitative. It can predict the functional form of the strength distribution of each RVE, but not the values of its parameters. It is for this reason that, in the previous section, it is proposed to calibrate the Gauss-Weibull distribution from the macroscale mean size effect tests, which make it possible to identify the parameters of the Gauss-Weibull distribution of each RVE.

**Salient Points and Conclusions**

1. The only scale at which the probability of failure can be formulated exactly is the nanoscale. The reason is that the process of breakage of interatomic bonds is always quasi-stationary (in mechanics, though not in nuclear chain reaction). This implies that the probability of bond failure is exactly equal to the frequency of bond failure.

2. As shown herein, from one small set of a rather realistic hypotheses about the interatomic bond breakage and relatively plausible assumptions about the transition from nano- to macro-scale, it is possible to derive the distribution of RVE strength, the scaling of this distribution with the structure size, the rate of static

---

**Fig. 5** Simplified 2D model of the Malpassets Dam

**Fig. 6** Size effect on the mean nominal strength of the Malpasset Dam

**Fig. 7** Size effect on the cdf of nominal strength of the Malpassets Dam
crack propagation (Evans’ law) on the RVE level, the distribution of the static lifetime, and the scaling of this distribution with the structure size. A separate paper [19] further shows that the rate of fatigue crack propagation (Paris law) on the RVE level, the distribution of the fatigue lifetime and its scaling with quasi-brittle structure size can be derived from the same assumptions as well.

The main reason for the scaling from one RVE to the structure size is that the chain model underlying the weakest-link statistics must be considered to have a finite number of links. This implies significant deviations from the Weibull distribution.

4. Failure analysis of the Malpasset Dam demonstrates the importance of size effect on the strength and lifetime edfs in the design of large quasi-brittle structures.

Final Comment

Every brittle material becomes quasi-brittle on a sufficiently small scale at which the FPZ is no longer negligible compared to the cross section size. Thus it may be expected that the present finite weakest-link model would also be required for micrometer and submicrometer scale devices made from brittle materials.

Acknowledgment

The initial theoretical development was partially supported under Grant CMS-0556323 to Northwestern University (NU) from the U.S. National Science Foundation. The applications to concrete and to composites were partially supported by the U.S. Department of Transportation through the NUI Infrastructure Technology Institute under Grant 27323, and also under Grant N007613 to NU from Boeing, Inc., respectively. The writing of this paper was supported by the Minnesota Department of Transportation through the Center of Transportation Studies at the University of Minnesota under Grant MN DOT/89261.

References


