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**Abstract** This article presents a comprehensive overview of several recent theoretical results at Northwestern University and demonstrates them by new numerical simulations of branching of hydraulic fractures. To model the inelastic behavior and fracturing of shale as an inherently anisotropic material, the recently developed spherocylindrical microplane model is described. Regarding the spread and branching of hydraulic cracks during the fracking process, it is emphasized that two kinds of water flow must be simulated: (1) the Poiseuille flow through the hydraulic fractures and natural cracks and (2) the Darcy diffusion flow of leak-off water through the pores of intact shale. The body forces due to gradient of Darcy flow pressure must be taken into account. The crack opening width is computed by means of the crack band model, in which each finite element is imagined to contain at the outset a potential cohesive crack, one in each of three spatial orientations, with the fracking water flowing through if the crack gets opened. The use of this model to suppress problems of mesh sensitivity due to localization of distributed fracturing is explained. Computer simulations of the growth of branched hydraulic system are preformed in two dimensions (2D) only. The results illustrate the effects of anisotropy and natural cracks on the evolution of 2D fracture patterns during the fracking process. These effects are not large, but much stronger effects are expected in future three-dimensional simulations.

**1 Introduction**

Although hydraulic fracturing [1] (aka fracking, or frac process) has met with enormous success, its fracture mechanics is still poorly understood and major gaps of knowledge remain [2,3]. This may explain why only 5–15% of the gas contained in the shale strata is currently recovered. To increase this percentage requires...
tackling several basic rock mechanics problems. This includes, though is not limited to, a constitutive model for fracture, progressive damage and frictional slip in the presence of material anisotropy.

Extensive experimental studies of the mechanical properties of shale exist now in the literature. They include the Brazilian split-cylinder tests [4], uniaxial and triaxial compression test [5,6], direct shear tests [7] and uniaxial and triaxial creep tests [8,9]. These test results demonstrate that the stiffness, strength and failure mode of shale depend strongly not only on the confinement but also on the loading direction with respect to the bedding layers (Fig. 1), which are the planes of rotational symmetry (or isotropy). The failure criteria for anisotropic geomaterials have also been studied extensively. Three kinds of these criteria may be distinguished: the mathematical continuum models [10–12], empirical continuum models [13] and discontinuous weakness plane models [14,15]. But all of them have some shortcomings; for example, the mathematical continuum models can describe rock failure in only one kind of failure mechanism [16].

A general constitutive model for finite element programs must do more than reproduce criteria for failure. It must also characterize the complete stress–strain relation for progressive failure, including the postpeak softening, and take into account the anisotropy of shale. Some advanced tensorial formulations [17–19] use irreversible thermodynamics and internal variables, which allows clarity in satisfying the thermodynamic restrictions. However, the use of stress and strain tensors, their invariants and internal variables, makes it difficult to capture the orientation of damage due to cracking and frictional slip. This is a serious limitation. For example, the dependence of the second invariant of the stress deviator, $J_2$, on the first stress invariant, $I_1$, is generally considered to characterize internal friction. However, in reality, the frictional slips occur only along planes of certain specific orientations. The same applies to the microcracks.

Many studies [20–27, e.g.] contributed to the present understanding of shale fracking. One perplexing feature was that the standard fracture mechanics models predict no branching of hydraulic cracks, typically ca. 10 m apart, while branched cracks of close spacing of the order of 0.1 m are required to explain the observed gas production rate [2]. It was thus thought that the preexisting natural cracks formed during circa one million years somehow increase the shale permeability on the large scale by four orders of magnitude. However, the recent formulation of a three-phase medium, in which the hydraulic pressures are supplemented by body forces due to pressure gradients of water diffusing into the scale, showed that crack branching can, and indeed must, occur [28]. At the same time it was shown that, over the geologic time span, any cracks caused by past tectonic upheavals must have been closed (at the typical depths of several kilometers) by primary and secondary creep of shale or must have gotten filled by calcite deposits [29]. Thus, it is nearly certain that the preexisting cracks or joints cannot significantly contribute to observed gas production.

The previous simulations of hydraulic crack branching [28] have been conducted with simplified constitutive models for shale because a realistic model for strength and inelastic deformations including the postpeak softening damage did not yet exist. Such a model has been developed in a preceding study [30] using the microplane modeling concept. The model is fully explicit, which is particularly advantageous for the microplane model. The basic idea is to capture the anisotropy, particularly the transverse isotropy, by combining the classical spherical microplane system with a cylindrical microplane system whole axis is normal to the plane of orthotropy (i.e., to the bedding planes). Material anisotropy or orthotropy presents particular difficulties for the modeling of inelastic behavior [31], and the microplane approach, based on vectors rather than tensors, is the most effective way to overcome them.

The objective of this paper is twofold: (1) to provide a unified review of the recent advances in the mechanics of hydraulic fracturing and on the constitutive modeling of inelastic behavior of gas or oil shale, taking into
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account its innate anisotropy due to bedding layers in shale and (2) to present new computational results documenting the difference between the presence or absence of closed natural cracks with zero strength, and the effects of anisotropy, particularly the orientation of the bedding layer orientation. Due to size limitation, the review part is focused on the advances made at the authors’ home institution and particularly on the new anisotropic spherocylindrical microplane model.

2 Overview of spherocylindrical microplane model

2.1 General classical framework

Although the microplane model was originally developed for softening damage in isotropic materials, it is well suited to capture material anisotropy, elastic as well as inelastic. There are many possibilities. Introducing microplane weights depending on the polar angle \( \theta \), which gave realistic results for the foam core of a sandwich shell, for which the ratio of in-plane to out-of-plane moduli, \( E_{xx}/E_{yy} \), is about 2 [32]. For textile fiber composite laminates, this approach turned out to be inadequate, and three different orthotropic versions were devised: (1) the spectral stiffness microplane model [33], which can reproduce the most general elastic orthotropy but is cumbersome in data fitting and not well suited for deriving material properties from those of constituents, (2) a model with the microplanes arranged so as to capture braided fiber undulation [34] and (3) microplane triad model, which captures the in-plane lateral interactions of the yarns [35]. But none of these approaches work for shale, which has a layered structure usually subjected (in contrast to the laminates) to large transverse compression, for which the material strength and stiffness depend on \( \theta \) nonmonotonically.

The spherocylindrical microplane model combines spherical and cylindrical microplane systems, called phases; see Fig. 2, in which the classical three-dimensional (3D) spherical microplane phase is considered to be coupled in parallel with a two-dimensional (2D) cylindrical microplane phase subjected to the same kinematic constrain, i.e., to the same strain tensor \( \epsilon_{ij} \) (\( i, j = 1, 2, 3 \) are Cartesian subscripts). The stress tensors carried by the spherical and cylindrical microplane phases are assumed to be \( \alpha \sigma_{ij} \) and \( (1 - \alpha)\sigma_{ij} \), respectively, where \( \alpha \) is the continuum (or macroscale) stress tensor and \( \alpha \) is the volumetric fraction of the spherical phase.

The spatial orientations of the microplane normals of the spherical phase follow the optimal Gaussian numerical integration formula for a spherical surface [36] (Fig. 2a). These orientations or the numerical integration points cannot be distributed over the spherical surface uniformly and thus require nonuniform weights, \( w_\mu \) [36]. By contrast, for cylindrical phase, one may distribute the numerical integration points along a unit circle uniformly (Fig. 2a), with equal weights 1 / \( N_c \) regardless of the number, \( N_c \), of points (or cylindrical microplanes). Because the microplanes on opposite sides of the circle represent the same stress–strain state, it suffices to integrate (or sum) over only a half-circle and then multiply the result by 2.

According to the kinematic constraint [37], the components of the strain vectors \( \epsilon_N^s \) (Fig. 2b) and \( \epsilon_N^c \) (Fig. 2c) on the spherical and cylindrical microplanes are \( \epsilon_{Nij}^s = \epsilon_{ij}n_{ij}^s \) and \( \epsilon_{Ni}^c = \epsilon_{ij}n_{ij}^c \), where \( n_{ij}^s \) and \( n_{ij}^c \) are the components of the unit normal vectors \( n^s \) and \( n^c \) defining the microplane position. The components of the strain vectors on the spherical and cylindrical microplanes are calculated as follows:

\[
\epsilon_N^s = \epsilon_{ij}N_{ij}^s, \quad \epsilon_L^s = \epsilon_{ij}L_{ij}^s, \quad \epsilon_M^s = \epsilon_{ij}M_{ij}^s, \quad \epsilon_N^c = \epsilon_{ij}N_{ij}^c, \quad \epsilon_L^c = \epsilon_{ij}L_{ij}^c, \quad \epsilon_M^c = \epsilon_{ij}M_{ij}^c, \quad (i = 1, 2, 3),
\]

where repetition of subscripts implies summation over \( i = 1, 2, 3 \), and

\[
N_{ij}^s = n_{ij}^s n_{ij}^s, \quad L_{ij}^s = \left( l_{ij}^s n_{ij}^s + l_{ij}^c n_{ij}^c \right) / 2, \quad M_{ij}^s = \left( m_{ij}^s n_{ij}^s + m_{ij}^c n_{ij}^c \right) / 2, \quad (i = 1, 2, 3)
\]

Here \( l_{ij}^s, m_{ij}^s, l_{ij}^c \) and \( m_{ij}^c \) (\( i = 1, 2, 3 \)) are the components of the unit vector \( l^s, m^s, l^c \) and \( m^c \), respectively.

Numerical simulations prove that realistic modeling of the inelastic behavior in compression necessitates the volumetric–deviatoric split, in which the deviatoric strain on the spherical microplane is defined as

\[
\epsilon_D^s = \epsilon_N^s - \epsilon_V, \quad \epsilon_V = \epsilon_{kk}/3,
\]

where \( \epsilon_V \) is volumetric (or mean) strain, which is the same for all the spherical microplanes.
The relationship between the stress tensor on the macroscopic (continuum) scale with the stress vectors on the microplanes may best be determined from the principle of virtual work, i.e., the sum of the virtual works of all the microplane stress vectors must be equal to the virtual work of macroscopic stress tensor:

$$\sigma_{ij} = \alpha \frac{3}{2\pi} \int_{\Omega} \left( \sigma_{N}^{s} N_{ij}^{s} + \sigma_{L}^{s} L_{ij}^{s} + \sigma_{M}^{s} M_{ij}^{s} \right) \, d\Omega + (1 - \alpha) \frac{1}{\pi} \int_{S} \left( \sigma_{N}^{c} N_{ij}^{c} + \sigma_{L}^{c} L_{ij}^{c} + \sigma_{M}^{c} M_{ij}^{c} \right) \, dS \quad (6)$$

$$\approx 6\alpha \sum_{\mu=1}^{N_{m}^{s}} w_{\mu}^{s} \left( \sigma_{N}^{s} N_{ij}^{s} + \sigma_{L}^{s} L_{ij}^{s} + \sigma_{M}^{s} M_{ij}^{s} \right)_{(\mu)} + (1 - \alpha) \frac{1}{\pi N_{m}^{c}} \sum_{\mu=1}^{N_{m}^{c}} \left( \sigma_{N}^{c} N_{ij}^{c} + \sigma_{L}^{c} L_{ij}^{c} + \sigma_{M}^{c} M_{ij}^{c} \right)_{(\mu)} \quad (7)$$

Here $\alpha$ is the volumetric fraction of the spherical phase; $\Omega$ is the surface of a unit hemisphere; $S$ is the lateral surface of a unit cylinder; $N_{m}^{s}$ and $N_{m}^{c}$ are the total numbers of microplanes per hemisphere and per half-circle, respectively; $w_{\mu}^{s}$ are the weights in the optimal Gaussian numerical formula for spherical surface; and the subscript $(\mu)$ labels the contribution of the $\mu$th microplane to the total macroscopic stress tensor. For the cylinder, equal weights with a uniform subdivision are optimal.

2.2 Essentials of microplane modeling of elastic and inelastic behavior of shale

When the elastic behavior is characterized on the microplane level, two simplifications are possible:

1. Prior to reaching the strength limit, the elastic moduli on the microplanes can be considered constant if the loading on the microplane is monotonic. This approximation works not only for the normal and
shear components of the strain vector, but also for the volumetric and deviatoric components. The prepeak nonlinearity and prepeak path dependence are generated automatically, thanks to the fact that, during loading, different microplanes reach their strength limits at different times. Physically, this corresponds to gradual formation of microcracks and microslips during the loading progress.

2. The stress–strain relations for different strain components on the microplanes on the microplanes can be considered decoupled because, as experience indicates, they are approximately captured by interactions between microplanes of different orientations.

Consequently,

\[
\begin{align*}
\sigma_V &= E_V \epsilon_V, & \sigma_N &= E_N \epsilon_N, & \sigma_D &= E_D \epsilon_D, & \sigma_M &= E_M \epsilon_M, & \sigma_L &= E_L \epsilon_L, \\
\sigma^c_V &= E^c_V \epsilon^c_V, & \sigma^c_N &= E^c_N \epsilon^c_N, & \sigma^c_D &= E^c_D \epsilon^c_D, & \sigma^c_M &= E^c_M \epsilon^c_M, & \sigma^c_L &= E^c_L \epsilon^c_L,
\end{align*}
\]

where \( E_V, E_N, E_D, E_M, E_N, E_L, E^c \) are the elastic parameters on the microplane, which are considered as independent of microplane orientation.

Substituting Eqs. (8) and (9) into Eq. (6), one can get the macroscopic stiffness \( \tilde{C}_{ijkl} \) as:

\[
\tilde{C}_{ijkl} = \alpha \frac{3}{2\pi} \int \left( E^c_{ij} N^c_{kl} N^c_{ij} + \frac{1}{3} (E_V - E^c_D) N^c_{ij} \delta_{kl} + E^c_L N^c_{ij} L^c_{kl} + E^c_M M^c_{ij} M^c_{kl} \right) d\Omega \\
+ (1 - \alpha) \frac{1}{\pi} \int_S \left( E^c_{ij} N^c_{ij} N^c_{kl} + E^c_L L^c_{ij} L^c_{kl} + E^c_M M^c_{ij} M^c_{kl} \right) dS.
\]

Comparisons of components with the same subscript combinations on the left and right sides of Eq. (10) and the kinematic constraint with volumetric-deviatoric split yield the following expressions for the microplane elastic constants:

\[
\begin{align*}
E_V &= (C_{33} + 2C_{13})/\alpha, \\
E^c_L &= E^c_M = E^c_T = (C_{33} - C_{13})/\alpha, \\
E^c_D &= (C_{33} - C_{13})/\alpha, \\
E^c_N &= 2(C_{11} - C_{33} + C_{12} - C_{13})/(1 - \alpha), \\
E^c_L &= 2(C_{11} - C_{33} - 3C_{12} + 3C_{13})/(1 - \alpha), \\
E^c_M &= 4(2C_{44} - C_{33} + C_{13})/(1 - \alpha),
\end{align*}
\]

where \( C_{11}, C_{12}, C_{13}, C_{33} \) and \( C_{44} \) are the five independent components of the transversely isotropic elastic stiffness matrix \( C_{ij} \), which represents the symmetric fourth-order tensor \( \tilde{C}_{ijkl} \) in the Voigt notation.

Let \( \Delta \epsilon_V, \Delta \epsilon_D, \Delta \epsilon_L, \Delta \epsilon_M, \Delta \epsilon_N \) and \( \Delta \epsilon^c_M \) be the microplane strain increments in a finite loading step. The elastic stresses on the microplanes at the end of the loading step are obtained as

\[
\begin{align*}
\sigma_V &= \sigma^{(0)}_V + E_V \Delta \epsilon_V, \\
\sigma^c_D &= \sigma^{(0)}_D + E^c_D \Delta \epsilon_D, \\
\sigma^c_L &= \sigma^{(0)}_L + E^c_L \Delta \epsilon_L, \\
\sigma^c_M &= \sigma^{(0)}_M + E^c_M \Delta \epsilon_M, \\
\sigma^c_N &= \sigma^{(0)}_N + E^c_N \Delta \epsilon_N, \\
\sigma^c_L &= \sigma^{(0)}_L + E^c_L \Delta \epsilon_L, \\
\sigma^c_M &= \sigma^{(0)}_M + E^c_M \Delta \epsilon_M,
\end{align*}
\]

where a superscript \((0)\) labels the initial stresses, as calculated in the previous loading step, while the elastic stresses at the end of the current loading step are labeled by no subscript.

The inelastic behavior is effectively described by the so-called stress–strain boundaries [38], which represent strain-dependent strength limits on the microplanes. Within the boundaries, the response is elastic. If the boundary is exceeded in a finite time step or loading step, the microplane stress drops at constant strain to the boundary while keeping the strain constant. (This is actually a special case of the radial return algorithm.) Despite the abrupt slope changes when a microplane stress reaches the boundary, the macroscopic response
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is quite smooth because different microplanes reach the boundary (or enter the unloading regime) at different times. This approach has the advantage several independent boundaries for different stress components on the microplane can be defined as functions of the corresponding strain components.

Accordingly, the strength limit for each microplane stress component of the spherical phase can be defined as

\[
\sigma_{D+} = f(\theta) F_D^{s+} (\epsilon_D^s, \epsilon_V), \quad \sigma_{D-} = f(\theta) F_D^{s-} (-\epsilon_D^s), \quad \sigma_{T} = g(\theta) F_T^{s} (\sigma_N^s),
\]

where

\[
\sigma_T^s = \sqrt{(\sigma_L^s)^2 + (\sigma_M^s)^2}.
\]

Similar to the spherical phase, the strength limit for each microplane stress component of the cylindrical phase can be defined as

\[
\sigma_{D+} = F_D^{c+} (\epsilon_D^c, \epsilon_V), \quad \sigma_{D-} = F_D^{c-} (-\epsilon_D^c), \quad \sigma_{T} = F_T^{c} (\sigma_N^c),
\]

where

\[
\sigma_T^c = \sqrt{(\sigma_L^c)^2 + (\sigma_M^c)^2}.
\]

A detailed discussion of the stress–strain boundaries and numerical algorithm is given in [30].

### 3 Modeling of liquid flow through cracks and pores

The fluid pressure in fracking is generally less than the overburden pressure. Consequently, all the cracks and joints are assumed to be vertical, and no horizontal cracks are formed. One system of parallel distributed cracks is expected to be normal to the minimum principal tectonic stress $\sigma_h$. The second system of parallel distributed cracks is expected to be nearly orthogonal to the first (and thus normal to the maximum principal tectonic stress $\sigma_H$). The reason is that if the cracks in one system of parallel cracks are open and thus free of shear stresses, then the open cracks in a second intersecting system can also be free of shear stresses only if the systems are orthogonal, as required for local equilibrium. The size of the finite elements of shale (Fig. 3) is considered to be equal to the minimum possible spacing $l$ of parallel hydraulic cracks.

As argued in [28], two kinds of fluid transport must be considered: One is the Poiseuille flow along the hydraulic fractures or hydraulically opened natural fractures, and the other one is the diffusion flow through the preexisting pores, as shown in Fig. 3. Since the pores size in gas shale ranges from less than 1 nm to hundreds nm, various types of diffusion including Darcy flow, Knudsen flow and surface diffusion, [39,40],
may occur. However, since precise information on the type of diffusion is unavailable, we consider, for the sake of simplicity, the Darcy diffusion with constant diffusivity.

The flow along the hydraulically created cracks and hydraulically opened natural cracks can be assumed to follow the Reynolds equations of classical lubrication theory, which are based on the Poiseuille law for viscous flow. For the components \( q_i (i = x, y, z) \) of the flux vectors in the vertical \((x, z)\) and \((y, z)\) crack planes, the governing equations are:

\[
q_x = -\frac{h_1^2}{12\mu} \frac{\partial p}{\partial x}, \quad (28)
\]

\[
q_y = -\frac{h_2^2}{12\mu} \frac{\partial p}{\partial y}, \quad (29)
\]

\[
q_z = -\frac{h_1^2}{12\mu} \frac{\partial p}{\partial z} - \frac{h_2^2}{12\mu} \frac{\partial p}{\partial z}. \quad (30)
\]

Here \( p \) is the fluid pressure in the cracks; \( h_1 \) and \( h_2 \) are the crack widths in the \((x, z)\) and \((y, z)\) planes; \( \mu \) is the effective viscosity of the fracking fluid (including the effect of proppants). Equation (30) describes vertical flux components in both cracks.

The flow of fracking fluid through the pores is described by the Darcy law:

\[
\hat{q}_x = \frac{\kappa_x}{\hat{\mu}} \frac{\partial \hat{p}}{\partial x}, \quad (31)
\]

\[
\hat{q}_y = \frac{\kappa_y}{\hat{\mu}} \frac{\partial \hat{p}}{\partial y}, \quad (32)
\]

\[
\hat{q}_z = \frac{\kappa_z}{\hat{\mu}} \frac{\partial \hat{p}}{\partial z}. \quad (33)
\]

Here \( \hat{q}_i (i = 1, 2, 3 \text{ or } x, y, z) \) are the components of volumetric flow rate through the pores in different directions; \( \hat{\mu} \) is the viscosity (no proppant here); \( \kappa_i \) is the permeability of shale along the three orthogonal directions. The permeabilities in directions \( x, y \) of the isotropic plane \((x, y)\) (i.e., along the bedding layers) can be considered the same, while the one in the transverse (vertical) direction is typically an order of magnitude smaller, i.e., \( \kappa_x = \kappa_y \gg \kappa_z \), and thus \( \kappa_y \) is neglected in the computations.

The total flux \( Q_i \) is obtained by summing the fluxes through the cracks and pores:

\[
Q_1 = h_1 \left( -\frac{h_1^2}{12\mu} \frac{\partial p}{\partial x} + (l - h_1) \left( \frac{\kappa_x}{\hat{\mu}} \frac{\partial \hat{p}}{\partial x} \right) \right), \quad (34)
\]

\[
Q_2 = h_2 \left( -\frac{h_2^2}{12\mu} \frac{\partial p}{\partial y} + (l - h_2) \left( \frac{\kappa_y}{\hat{\mu}} \frac{\partial \hat{p}}{\partial y} \right) \right), \quad (35)
\]

\[
Q_3 = -h_1 \frac{h_1^2}{12\mu} \frac{\partial p}{\partial z} - h_2 \frac{h_2^2}{12\mu} \frac{\partial p}{\partial z}. \quad (36)
\]

Here \( l \) is the finite element size, assumed to be equal to the spacing of parallel cracks, about 0.1 m [2]. With this element size, the local stress and flow fields at a sharp crack tip cannot be captured, but the effective global energy dissipation at the front of a zone of many growing hydraulic cracks can. For the sake of simplification, the fluid pressure in the cracks and in the pores is considered to be the same within one finite element, and then, the fluid mass conservation equation can be expressed as:

\[
\frac{\partial}{\partial t} (\rho h_1) + \frac{\partial}{\partial x} \left( \rho h_1 \frac{h_1^2}{12\mu} \frac{\partial p}{\partial x} \right) + \frac{\partial}{\partial z} \left( \rho h_1 \frac{h_1^2}{12\mu} \frac{\partial p}{\partial z} \right) + \frac{\partial}{\partial y} \left( \rho h_2 \frac{h_2^2}{12\mu} \frac{\partial p}{\partial y} \right)
- \frac{\partial}{\partial z} \left( \rho (l - h_2) \frac{\kappa_y}{\hat{\mu}} \frac{\partial \hat{p}}{\partial y} \right) + \frac{\partial}{\partial t} \left( \rho (l - h_1) \frac{\kappa_x}{\hat{\mu}} \frac{\partial \hat{p}}{\partial x} \right) + \frac{\partial}{\partial t} \left[ \rho \phi (l - h_2) (l - h_2) \right] = 0, \quad (37)
\]
Here, $\phi$ is the porosity of shale; $\rho$ is the mass density of fluid, which has been considered as incompressible in most of previous studies of hydraulic fracturing simulation. But the mass density of fluid has influence on the pressure changes due to rock deformation changes, and these affect the flow rate. Further it matters for the flow and local stress field near the crack front. So the mass density of the fluid is considered to be dependent on the pressure $p$ as:

$$\rho = \rho_0[1 + C_f(p - p_0)].$$  \hfill (38)

Here, $C_f$ is the compressibility of fluid (which is an order-of-magnitude greater than that of shale); $\rho_0$ is the mass density at the reference pressure $p_0$, which can be taken as the atmospheric pressure.

### 4 Crack band model versus RVE size

To capture the nonlocality of fracturing, the present computations use the crack band model [41–44]. This model is a simple and effective way to handle the propagation of cracks in quasi-brittle materials characterized by a wide fracture process zone with progressive strain-softening damage at crack front. Without any special measures, the strain-softening leads to ill-posedness of the boundary value problem and spurious mesh sensitivity in finite element computations [44]. In nonlinear finite element analysis, the ill-posedness gets manifested by loss of convergence [43].

A simple remedy for the spurious mesh sensitivity caused by the strain softening is to adopt the crack band model. Compared to the cohesive crack model, one important advantage is that the tensorial state in the fracture process zone, especially the weakening effect of the compressive stresses parallel to the crack plane, can be taken into account. So can the mixed mode, with normal and shear stresses.

The basic idea of this model is that: (1) to the extent possible, the finite element size should be kept the same as the size of material test specimens for which the constitutive model has been calibrated (provided that the specimens were small enough to deform roughly homogeneously), and (2) if the finite element size must be increased, then the material parameters that control the smeared cracking strain must be adjusted in such a way that the energies dissipated by large and small elements per unit length and width of the crack band front would be identical; i.e.,

$$h_c\gamma_F = h_e\gamma_F^e = G_F.$$  \hfill (39)

Here $h_c$ and $\gamma_F$ are the material characteristic length and fracture energy density, both of which are material constants; $h_e$ is the chosen size of finite element at fracture front, $\gamma_F^e$ is the density of fracture energy to be used for this element, and $G_F$ is the fracture energy of the material.

### 5 Postpeak softening and the problem of finite element size versus RVE size

A noteworthy consequence of Eq. (39) is that the reference finite element can be much larger than the representative volume element (RVE) of the material, provided that this element has about the same size as the test specimens by which the constitutive model has been calibrated. Here an important new experimental result of Hull and Abousleiman [45] calls for an update of the constitutive model calibration. Since no tensile experimental data on postpeak softening in shale exist, the postpeak softening of the spherocylindrical microplane model to be described next is assumed to be similar to that of concrete. It is not surprising that this has not been perfect.

Hull et al.’s experimental results reveal the existence of a gradual postpeak softening in tensile bending fracture. Their tests used shale cantilevers with the cross-sectional depth of about 10 $\mu$m, loaded by an AFM (atomic force microscope). These tests imply that the RVE size of shale for tensile fracturing is far smaller than expected—probably of the order of 0.01 mm, for tension. But in compression, the RVE size could be far larger. Yet the postpeak softening and the implied RVE size have rarely been analyzed in compression. This, too, might have been caused by the RVE being much smaller than the specimen size, but it could also have been caused by insufficient stiffness of the test system. Fortunately, for fracturing simulations, the RVE size in compression is not too important because, in hydraulic fracturing, the shale is never made to collapse in compression. This fact is confirmed by the present and previous computer simulations, which never lead to compression softening of the shale. Therefore, revising the postpeak compression characteristic of the spherocylindrical model to be discussed next is not very important (although the fact that some microplanes enter postpeak softening before
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\[
\omega_i = \min \left( \frac{\epsilon_{ij}^m - \epsilon_{0ij}^m}{\epsilon_{bi}}, 1 \right)
\]

(a) Damage evolution of hydraulic fractures

\[
\omega_i = \min \left( \frac{\epsilon_{ij}^m - \epsilon_{0ij}^m}{\epsilon_{bi}}, 1 \right)
\]

(b) Damage evolution of natural fractures

Fig. 4 Schematic diagram in damage evolution in hydraulic fractures and natural fractures \((i, j = 1, 2\text{ and } i \neq j;\) Einstein’s summation convention is not used here)

Fig. 5 Numerical model of hydraulic fracturing

the macro-level peak load is reached plays some role). As for tension, the postpeak tension characteristics of this model should, in principle, be revised (for the practical element size used), to capture the fracture energy in tension properly.
6 Coupling between shale deformation, crack opening and flow equations

The crack width is computed based on the crack band model and smeared crack theory [41,44], in which each element is imagined to contain at the outset one (and only one) potential cohesive crack, with fracking fluid flowing through if the crack gets formed.

This approach can avoid the problems of strain localization and spurious mesh sensitivity in simulation. The hydraulic crack widths $h_1$ and $h_2$ (Fig. 3) are computed from the continuum inelastic strain:

\[
\begin{align*}
    h_1 &= l (\epsilon_{22}^\text{in} - \epsilon_0^\text{in}), \\
    h_2 &= l (\epsilon_{11}^\text{in} - \epsilon_0^\text{in}), \\
    \epsilon_{11}^\text{in} &= \epsilon_{11} - \epsilon_{11}^e, \\
    \epsilon_{22}^\text{in} &= \epsilon_{22} - \epsilon_{22}^e.
\end{align*}
\]  

(40)

Here $\epsilon_{11}^\text{in}$ and $\epsilon_{22}^\text{in}$ are the inelastic strains in the directions $x$ and $y$, which are calculated from Eq. (41); $\epsilon_{11}$ and $\epsilon_{22}$ are the total strains computed by the spherocylindrical microplane model; $\epsilon_{11}^e$ and $\epsilon_{22}^e$ are the elastic strains based on anisotropic elastic mechanics; $\epsilon_0^\text{in}$ is the inelastic strain threshold, i.e., the threshold at which the crack begins to open.
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To characterize the damage induced by the distributed microcracks, two transverse isotropic damage factors are also defined according to the inelastic strain:

\[
    w_1 = \min \left( \frac{\epsilon_{22}^{\text{in}} - \epsilon_0^{\text{in}}}{\epsilon_{b1}}, 1 \right), \quad w_2 = \min \left( \frac{\epsilon_{11}^{\text{in}} - \epsilon_0^{\text{in}}}{\epsilon_{b2}}, 1 \right). \tag{42}
\]

Here \( w_1 \) and \( w_2 \) are the two damage factors in the directions \( x \) and \( y \); \( \epsilon_{b1} \) and \( \epsilon_{b2} \) are the breaking strain limits in two different directions. Based on Eq. (42), the natural cracks can be modeled by setting the strength and fracture energy in the finite element to be either zero or much lower than that of intact shale, as shown in Fig. 4.

The RVE of shale contains three phases: the solid shale, the cracks and the pores, which represents an amalgamation and generalization of both Biot’s two-phase medium and Terzaghi’s effective stress concept. For the configuration shown in Fig. 3, the effective stress of the RVE of shale can be expressed as

\[
    s_{11} = \sigma_{11} - w_1 p - (1 - w_1) r_b p, \\
    s_{22} = \sigma_{22} - w_2 p - (1 - w_2) r_b p, \\
    s_{33} = \sigma_{33} - r_b p, \\
    s_{12} = \sigma_{12},
\]

**Fig. 7** The distribution of hydraulic pressure when the bedding layer orientation is 45° and without considering natural cracks.
Here $r_b$ is the Biot parameter. It is interesting to note that, if there are no cracks with damage, $w_1 = w_2 = 0$. Taking the one-dimensional case as a simple 1D prototype, Eq. (43) reduces to $s_{11} = \sigma_{11} - r_b p$. This is the well-known equilibrium relation for the total stress in Biot’s two-phase medium. On the other hand, if the damage is complete, i.e., if $w_1 = w_2 = 1$ (crack-crossing bridges no longer exist), Eq. (43) reduces to $s_{11} = \sigma_{11} - p$, which is the well-known Terzaghi effective stress. Therefore, the present three-phase medium represents a continuous transition between these two classical fundamental concepts of soil mechanics.

7 Growth of branched hydraulic crack system showing effects of anisotropy and natural joints

The complete model just described has been used to clarify the importance of (1) the degree of anisotropy of shale and of (2) the tensile strength $f_t$ and fracture energy $G_f$ of the crack band model as well as the natural cracks for shale.
In the present coupled model, the nodal displacements of the shale and interelement fluxes of fluid are the basic unknown parameters. The deformation of shale is computed by the finite element method, and the flow of fluid through the opened cracks is computed by the finite volume method. (This method is chosen because it allows the mass balance condition to be satisfied exactly.) The step-by-step algorithm based on the foregoing equations is coded and implemented into ABAQUS, to simulate the process of hydraulic fracturing with crack branching. In the present study, only a two-dimensional (2D) analysis of a square layer with a zero strain and a zero fluid flux in the transverse direction is conducted. The layer has a unit thickness and dimensions $5 \times 5$ m.

Attached to the boundary nodes of the shale layer are imaginary elastic springs of a stiffness equal to the stiffness of the surrounding infinite 2D domain of shale under the assumption of homogenous expansion within the layer. The resultants of the tectonic stresses $\sigma_h = 30$ MPa and $\sigma_H = 40$ MPa are applied to the boundary springs. The boundary condition of fluid flow is the imperviousness of the layer boundaries. As shown in Fig. 5, a horizontal wellbore is assumed to lie at the bottom of the square.

The wellbore is considered to be perforated by detonations of shape charges grouped in three perforation clusters, as marked in the Fig. 5. The fracking fluid, which is considered to contain enough proppants to prevent crack closure, is considered to be injected at these three clusters with a controlled pressure $p_0(t)$, which begins with a rapid rise to 70 MPa (rapid but static, no emitted waves) and then is kept constant. The overburden pressure is $\sigma_{zz} = 80$ MPa.
To study the influence of anisotropy of shale on the crack branching in the hydraulic fracturing process, three different kinds of 2D numerical models with bedding layer orientation $0^\circ$, $45^\circ$ and $90^\circ$ are studied, strictly for comparison purposes. (Admittedly, the second and third cases are artificial, not corresponding to practical situations, and should better be analyzed in three dimensions.)

Furthermore, to study the effect of closed preexisting natural cracks on the crack branching, for which the bedding layer inclination is of particular interest, two kinds of simulations are conducted for each case: one simulation without considering natural cracks and the other one with the natural cracks. These cracks are considered as vertical planes (or lines, in 2D) of zero strength and zero fracture energy, located at the planes of symmetry of each finite element.

The tensile strength of shale is dependent on the bedding layer orientation. When the bedding layer orientation is $0^\circ$, $45^\circ$ and $90^\circ$, the tensile strengths are 3, 4 and 6 MPa, respectively. The strengths of these natural cracks are defined as 50 times smaller than the foregoing values, i.e., virtually as zero. Their damage factors $w_1$ and $w_2$ are raised gradually from 0 to 1 as soon as the tensile inelastic strain begins (Fig. 4). The simulation results are illustrated in Figs. 6, 7, 8, 9, 10 and 11.

Fig. 10 The distribution of hydraulic pressure when the bedding layer orientation is $45^\circ$ and with considering natural cracks.
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Figures 6, 7 and 8 show the evolving patterns of hydraulic pressure for bedding layer orientations 0°, 45° and 90° without considering the natural fractures, i.e., patterns in intact shale. The elements with the highest pressure (shown in red) reveal the open hydraulic cracks.

Initially, three cracks propagate synchronously in the minimum tectonic stress direction. Later only the cracks on both sides propagate, while the middle crack tends to stop. This is a manifestation of crack system instability [2] and has been empirically known as the stress-shadow effect [46,47]. No surprise, the cracks prefer to propagate along the minimum tectonic stress direction.

In all the cases, all the hydraulic fracturing generates crack branching except in the middle crack for the 90° bedding layer inclination (Fig. 8). The crack branching appears to be easier for bedding layer inclination 45° than for the other two orientations, in which the final crack network is less complicated. As expected, the bedding layer orientation is shown to have an effect on the crack branching.

Figures 9, 10 and 11 illustrate, for bedding layer inclinations 0°, 45° and 90°, the hydraulic crack networks when closed natural cracks of negligible strength exist in certain finite elements. Compared to the previous simulation for no natural cracks (Figs. 6, 7, 8), the cracks network is more complicated and the crack density is higher. Comparing with Fig. 8, the middle crack for bedding layer orientation 90° (Fig. 11) propagates farther along the minimum tectonic stress direction and generates more crack branching.
As expected, it is easier to generate the crack branching when the natural cracks are considered. But the difference between the presence and absence of preexisting natural cracks of negligible strength is surprisingly small. Obviously, the main obstacle to hydraulic crack propagation at the depth of several kilometers is the tectonic stress, not the strength of shale.

It must be emphasized that the differences identified above are doubtless greatly limited by the 2D simplification. When the bedding layers have out-of-plane inclinations 45° or 90°, the preferred water flow and hydraulic crack would be out of plane. This, of course, cannot be captured with a 2D numerical model and must await the development of 3D program. Once the 3D simulations are conducted, one may expect a much stronger effect of anisotropy.

To assess the importance of anisotropy for the 2D hydraulic fracture propagation and branching, consider a hypothetical isotropic shale stratum obtained by changing the transverse elastic modulus so that $E_{zz} = E_{xx} = E_{yy}$, and setting the Poisson ratio as 0.13 (for Longmaxi shale). Also, the functions $f(\theta)$, $g(\theta)$ and $h(\theta)$ that make the stress–strain boundaries dependent on microplane dip angle $\theta$ (Fig. 2) are replaced by a value corresponding to the average effect of $\theta$ in the range from 0 to 90°.

The simulation results are illustrated in Fig. 12. Comparing this figure to Fig. 6, one can see that, in this 2D analysis, the crack branching in the isotropic case is less pronounced than it is in the anisotropic case. Also,
the final crack density is slightly higher in the anisotropic case. Although the difference between the isotropic and anisotropic cases is small, it is seen not to be negligible. A much stronger difference is expected for the 3D analysis (which is beyond the scope of this paper).

8 Summary and conclusions

1. Unlike most previous simulations of hydraulic fracturing, the model reviewed here can capture both the inelastic deformation and the inherent anisotropy of shale, the latter being reproduced by the spherocylindrical microplane model.
2. It is important that two kinds of water flow are considered: one is the Darcy diffusion flow in the pores or microcracks, and the other one is the Poiseuille flow through the hydraulic fractures and natural cracks. The Darcy flow can change the stress field significantly and is necessary to generate the crack branching.
3. The crack width is computed by means of the crack band model, in which each element is imagined to contain at the outset a potential cohesive crack, one in each direction, with fracking fluid flowing through if the crack gets opened. This model can avoid the problems of strain localization and spurious mesh sensitivity in simulation.
4. The present 2D simulations show a nonnegligible, though not very large, difference of fracture pattern evolutions between the formation with natural cracks and without natural cracks. But this difference is expected to be greater in 3D simulation.
5. Computer simulations limited to two dimensions show appreciable effects of anisotropy on the evolution of branched fracture pattern. However, a final appraisal of the anisotropy effects must wait for 3D simulations which are more demanding.
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