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Abstract

Whereas various simplistic microplane models of limited applicability, defined by stress–strain curves on the microplane, can function as either explicit or implicit, the explicit-to-implicit conversion of realistic versatile microplane models for plain or fiber-reinforced concrete, shale and composites has remained a challenge for quarter century. The reason is that these realistic models use microplane stress–strain boundaries defined by inequalities. Here, we show how the conversion can be easily achieved on the microplane level and then transferred to a tangent stiffness tensor or an inelastic stiffness tensor to be used in Newton–Raphson iterations within a loading step. To ensure convergence, a minor adjustment in the M7 algorithm is introduced to achieve continuity. Power-law convergence, almost quadratic in most cases, is also demonstrated. Seven examples of crack-band finite element simulations of challenging laboratory tests document nearly identical implicit and explicit results, as well as good match of test data. Three of them, including the vertex effect in compression-torsion tests, pure Mode I shear fracture, and the “gap test” of the crack-parallel compression effect on Mode I load-deflection curve, have not been reproduced by other models before. The coding of implicit M7 subroutine, usable in, for example, UMAT of ABAQUS, is posted for a free download.
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1 INTRODUCTION

Since 1983 and until 1996, all of the microplane damage constitutive models were either implicit or easily converted to implicit form by differentiation of microplane stress–strain curve. They provided the tangent stiffness tensor of the material for implicit finite element (FE) program, and could serve as the user-defined material subroutine, for example, UMAT in ABAQUS. While the development of various implicit microplane models has continued, it gradually transpired from test data fitting that a broader range of behavior of concrete and other quasibrittle materials could be captured by an explicit microplane model with many inequalities, representing the stress–strain boundaries for various orientation, analogous to strain-dependent yield limits (the term “yield limits” is inappropriate since what is limited are only the stresses, while the “boundaries” apply also to strains, as required for softening damage).
Beginning from 1996, a series of progressively improved explicit microplane damage models have been developed for plain and fiber-reinforced concrete, textile composites, shale and other rocks. They have been extensively used as user's material models in the form of explicit Fortran subroutines in, for example, VUMAT of ABAQUS. Based on dynamic relaxation, the explicit FE programs are effective computationally, but sometimes the errors due to artificial inertia and damping may be troublesome. To avoid unstable growth of the numerical dispersion, the time step in an explicit difference scheme must be limited by a certain critical value. In addition, accurate checks for stability and bifurcation are not obtainable from explicit FE programs.

So far, no method has been available to convert these explicit microplane models with boundaries to a form usable in implicit FE programs. Such a conversion is, however, needed to obtain the acoustic stiffness tensor for detecting localization instabilities, as well as the structural stiffness matrix for assessing structural stability and bifurcation. In addition, the conversion will enhance the applicability of microplane theory into more general frameworks, for example, mess-free and phase-field modeling. The method to make such a conversion is presented here.

One reason why theoreticians in computational mechanics favored the implicit microplane models was that these models are easily obtained from a potential guaranteeing thermodynamic restrictions. However, the resulting material model was primitive, with a rather limited data fitting capability. Often only a few qualitative response curves, with no data comparisons, were presented as examples. No boundary inequalities and no history variables were considered. Analytically defined potential-based total stress–strain curves were used on the microplane, and it was trivial to convert them to a tangent rate form, simply by taking the derivatives of these curves.

In 2011, however, it was shown that formulations based on thermodynamic potentials are not limited to simplistic microplane models with no ability to represent real materials. It was demonstrated that a microplane model with boundary inequalities, such as M7, can also be based on thermodynamic potentials and guarantee the dissipation inequality. To this end, it became necessary to introduce a combination of several separate thermodynamic potentials, governing the elastic behavior, tensile damage, and shear-compression damage with frictional slip, including the inequalities coupling and decoupling them (see the appendix of Caner et al.). In addition, the separate treatment of frictional slip eliminated the need for the so-called non-associated models (typically used for soils) while guaranteeing nonnegative energy dissipation.

However, in contrast to the simple initial thermodynamics-based microplane models, a tangent rate form of the microplane stress–strain relation with boundaries did not ensue. Conversion to a form usable in implicit programs is not guaranteed by using thermodynamic potentials and needs to be done differently, as demonstrated here for microplane model M7.

2 GENERAL OVERVIEW OF MICROPLANE MODEL

All microplane models stem from Taylor’s idea of representing inelastic behavior of materials by relations between the stress and strain vectors on planes of various orientations in the microstructure, initially called slip planes and later named microplanes, to also cover fracturing. Initially, the microplanes were considered to be under static constraint, i.e., the microplane stress vector was considered to be a projection of the stress tensor. This works well for hardening plasticity and is still used in the so-called Taylor models for polycrystalline metals.

In the 1980s, it was found that, to ensure stability of the microplane system for strain-softening quasi-brittle materials undergoing distributed damage, one must consider the kinematic constraint, in which the microplane strain vectors are the projections of the strain tensor. Such a constraint lends itself easily to an explicit algorithm. The material constitutive law calculates the microplane stress vector from the microplane strain vector on a generic microplane of any spatial orientation within the microstructure. The continuum stress tensor is then computed variationally, from the principle of virtual work which integrates the work of the stress vectors on microplanes of all spatial orientations and equates it to the virtual work of the stress tensor. In computation, integration over all of the spatial orientations is replaced by a summation over a discrete system of microplanes based on an optimal Gaussian formula for integration over a spherical surface. Minimally, 21 microplanes per hemisphere are needed, but typically 37 are used in M7 for better accuracy. In total, M7 is equivalent to 111 (3 × 37) simultaneous loading surfaces.

The microplane model is a kind of softening multisurface plasticity in which one loading potential with a vectorial form is implied on each microplane. Multisurface plasticity, proposed by Koiter and rigorously formulated by Simo et al., was shown by Phillips and Ashby to represent the physical reality. But in tensorial form it proved prohibitively difficult to use in computations.
Thanks to its multisurface nature, the microplane approach has five advantages over the classical tensorial models of inelastic behavior:

1. **Vertex effect**. This is the effect where, in the language of plasticity, is imagined as a vertex ever present at the current state point on the loading surface in the 9D stress space. It means that the response to a stress increment parallel to the current loading surface in the stress space is inelastic rather than elastic, as if the loading surface had a vertex (or corner) at every state point. Consequently, the incremental stiffness for a loading increment oriented parallel to the current loading surface is lower than the elastic stiffness. Such behavior has been implied by Koiter’s multisurface plasticity and has been demonstrated experimentally for concrete. For example, in the case of torsion superposed on inelastic compression of a cylinder, the classical plasticity models predict elastic torsional stiffness, but experiments showed that, for concrete cylinders under post-peak uniaxial compression, the torsional stiffness can get reduced below 1/4 of the elastic value. This is predicted correctly by the microplane models, thanks to simultaneous activation of loading surfaces on microplanes of various orientations, but the tensorial damage-plastic models with just a few loading potentials, based on invariants, cannot capture it. The vertex effect is important for dynamic behavior—for example, seismic loads or impact, which often superpose shear on previous inelastic compression—but it has been systematically ignored in computational mechanics.

2. **Internal friction**. This is not merely a relation between $J_2$ and $I_1$. In reality, the frictional slip occurs only on some planes of specific orientations. This is automatically captured by the microplanes but not by tensorial models based on invariants such as Mohr–Coulomb or Drucker–Prager.

3. **Nonassociated plasticity**. There is no need for nonassociated plasticity to describe dilatant frictional slip. Thanks to interactions among microplanes, M7 automatically exhibits nonassociated dilatancy observed in concrete, and does so without violating the dissipation inequality of thermodynamics.

4. **In the vectorial forms**, it is easy to take into account the strain dependence of the boundary limits, while for the yield limits in the tensorial formulation with invariants it would be difficult.

5. **Microplane model**. The microplane model automatically predicts the effect of crack-parallel stress on the Mode I fracture energy, $G_f$, which was recently demonstrated by a new kind of experiment—the “gap test.” Under high crack-parallel compression, $G_f$ of concrete can get doubled or reduced to almost zero. This phenomenon is caused by frictional dilatant slip on microcracks inclined to the crack direction and splitting bands ahead of the crack tip. However, this phenomenon cannot be represented by zero-width line crack models, such as the cohesive crack model (CCM) or the extended finite element model (XFEM), and also not by the existing tensorial damage models based on invariants.

### 3 | Basic Microplane Equations

The microplane theory defines a constitutive relation between the stress and strain components on a generic plane of any orientation in the microstructure (hence the name microplane). The normal and tangential strains and stresses on a microplane of unit normal $n_i$ (Figure 1) can be defined as:

$$
\epsilon_N = N_{ij}\epsilon_{ij}, \quad \epsilon_L = L_{ij}\epsilon_{ij}, \quad \epsilon_M = M_{ij}\epsilon_{ij},
$$

$$
\sigma_N = \sigma_N(\epsilon_N, \epsilon_L, \epsilon_M), \quad \sigma_L = \sigma_L(\epsilon_N, \epsilon_L, \epsilon_M), \quad \sigma_M = \sigma_M(\epsilon_N, \epsilon_L, \epsilon_M).
$$

According to the kinematic constraint of the microplane model, the normal and shear projections of the strain tensor increment $\Delta \epsilon_{ij} = \epsilon_{ij} - \epsilon_{ij}^0$ onto a microplane with unit normal $n_i$, and in-plane coordinate axes $l_i$ and $m_i$ labeled by subscripts $L$ and $M$, are

$$
\Delta \epsilon_N = N_{ij}\Delta \epsilon_{ij}, \quad \Delta \epsilon_L = L_{ij}\Delta \epsilon_{ij}, \quad \Delta \epsilon_M = M_{ij}\Delta \epsilon_{ij},
$$

where $N_{ij} = n_i n_j$, $L_{ij} = (l_i n_j + l_j n_i)/2$, $M_{ij} = (m_i n_j + m_j n_i)/2$.

At each integration point of FEs, the 12-step explicit algorithm of model M7, described by eqs. (11)–(32) in Reference 40, begins, in each loading step, with the previous values of microplane variables $\epsilon_{ij}^0$, $\epsilon_{ij}^N$, $\epsilon_{ij}^L$, $\epsilon_{ij}^M$, the initial guess of strain increments $\Delta \epsilon_N$, $\Delta \epsilon_L$, $\Delta \epsilon_M$, and current history parameters $\epsilon_{ij}^{N+}$, $\epsilon_{ij}^{M-}$ (the extreme values reached up to the beginning of the current loading step). The algorithm of the vectorial constitutive model defined on a microplane delivers the values of $\sigma_N$, $\sigma_L$, $\sigma_M$ and history parameters $\epsilon_{ij}^{N+}$, $\epsilon_{ij}^{N-}$ at the end of the loading step.
In the M7 algorithm, the stress tensor at the end of the loading step is then obtained from eq. (6) of Caner and Bažant,

\[
\sigma_{ij} = \frac{3}{2\pi} \int_{\Omega} (N_{ij}\sigma_N + L_{ij}\sigma_L + M_{ij}\sigma_M) \, d\Omega
\]

which is based on a variational virtual work equation (\(\Omega = \) surface of a unit hemisphere).

### 4 | EXPLICIT–IMPLICIT CONVERSION ON MICROPLANE COMPONENT LEVEL

The increments of microplane stresses are

\[
\Delta\sigma_N = \sigma_N - \sigma_N^0, \quad \Delta\sigma_L = \sigma_L - \sigma_L^0, \quad \Delta\sigma_M = \sigma_M - \sigma_M^0.
\]  

(6)

The convergence robustness of the incremental-iterative implicit algorithms gets optimized by starting the Newton–Raphson iterations with the elastic stiffness. Specifically, we use the elastic stiffnesses in relating microplane strain increments to the inelastic stress increments \(\Delta\sigma_N^{''}, \Delta\sigma_L^{''}, \Delta\sigma_M^{''}\) in the predicting step:

\[
\Delta\sigma_N = E_N\Delta\varepsilon_N - \Delta\sigma_N^{''}, \quad \Delta\sigma_L = E_T\Delta\varepsilon_L - \Delta\sigma_L^{''}, \quad \Delta\sigma_M = E_T\Delta\varepsilon_M - \Delta\sigma_M^{''}.
\]

(7)

These equations are analogous to eq. 6 of Bažant and Prat. Note that, \(E_N\) and \(E_T\) are the linearized normal and tangent stiffnesses at each loading increment. Since they depend on the stress and strain of the previous loading increment and on the history variables, they are considered constant in the loading step iterations. However, if the predicted stress exceeds the stress boundary, it gets corrected. This correction will also affect the consistent tangent moduli tensor, hence guaranteeing the convergence.

Comparisons with Equation (6) yield the inelastic microplane stress increments (or eigenstrains):

\[
\begin{align*}
\Delta\sigma_N^{''} &= E_N\Delta\varepsilon_N - (\sigma_N - \sigma_N^0), \\
\Delta\sigma_L^{''} &= E_T\Delta\varepsilon_L - (\sigma_L - \sigma_L^0), \\
\Delta\sigma_M^{''} &= E_T\Delta\varepsilon_M - (\sigma_M - \sigma_M^0).
\end{align*}
\]

(8a, 8b, 8c)

These simple relations are the key step in the conversion.
To reach to the equilibrium state of the current step, the predictor–corrector algorithm shown in the above three equations has been implemented. First, the values of the microplane stresses are estimated based on assuming elastic behavior. If the prediction exceeds the corresponding components on the boundary, a correction is made by a stress drop to the boundary at constant strain (which may be seen as the special case of the algorithm of radial return in the strain space). During this correcting step, the tangent stiffness of each component is also modified. As the inelastic strains and tangent stiffness in each iteration are computed from the currently updated displacement field, the implicit form on the microplane level is attained separately for each component.

5 | MICRO–MACRO TRANSITION TO TENSORIAL INCREMENTAL STRESS–STRAIN RELATION

Now we can proceed similarly to Equation (5) (analogous to eqs. (11–14) of Bažant and Prat4), which is based on the variational principle of virtual work and gives the corresponding incremental tensor of inelastic strain:

\[ \Delta \sigma''_{ij} = \frac{3}{2\pi} \int_{\Omega} \left( N_{ij} \Delta \sigma''_{N} + L_{ij} \Delta \sigma''_{L} + M_{ij} \Delta \sigma''_{M} \right) d\Omega \]  

(9)

The incremental constitutive equation of the implicit algorithm for an integration point of one FE then reads:

\[ \Delta \sigma_{ij} = C_{ijkl}^{el} \Delta \epsilon_{kl} - \Delta \sigma''_{ij}. \]  

(10)

where \( C_{ijkl}^{el} \) is the elastic stiffness tensor, which depends on the previous loading step (based on its converged iteration) but not on the current step (or current iteration). For concrete as an (approximately) isotropic material, this tensor, or the corresponding elastic 6×6 stiffness matrix, is constructed from the elastic constants, either E and ν or K and G, and from the history variables \( \epsilon_{N}^{0+}, \epsilon_{N}^{0-} \). According to eq. (9) of Caner and Bažant,⁴⁰ \( E_{N0} = E/(1 - 2\nu) \) is the pristine microplane normal elastic stiffness and \( E_{T} = E_{N0}(1 - 4\nu)/(1 + \nu) \) is the pristine microplane elastic shear stiffness (tangent to microplane), which is the same for the orthogonal L and M directions of the shear components on the microplane.

The incremental stress–strain relation in Equation (10) is then used, in matrix form, in step-by-step structural analysis, normally with iterations in each increment.

6 | CONSISTENT TANGENT MODULUS

The variational equation based on the principle of virtual work may be written as:

\[ \delta \sigma_{ij} = C_{ijkl}^{\epsilon} \delta \epsilon_{kl} = \frac{3}{2\pi} \int_{\Omega} \left( N_{ij} \delta \sigma_{N} + L_{ij} \delta \sigma_{L} + M_{ij} \delta \sigma_{M} \right) d\Omega. \]  

(11)

Here, we may introduce tangent stress–strain relations \( \delta \sigma_{N} = E_{NN}^{\epsilon} \delta \epsilon_{N} + E_{NL}^{\epsilon} \delta \epsilon_{L} + E_{NM}^{\epsilon} \delta \epsilon_{M} \), which gives

\[ \delta \sigma_{N} = E_{NN}^{\epsilon} N_{kl} \delta \epsilon_{kl} + E_{NL}^{\epsilon} L_{kl} \delta \epsilon_{kl} + E_{NM}^{\epsilon} M_{kl} \delta \epsilon_{kl}, \]  

(12)

\[ \delta \sigma_{L} = E_{LN}^{\epsilon} N_{kl} \delta \epsilon_{kl} + E_{LL}^{\epsilon} L_{kl} \delta \epsilon_{kl} + E_{LM}^{\epsilon} M_{kl} \delta \epsilon_{kl}, \]  

(13)

\[ \delta \sigma_{M} = E_{MN}^{\epsilon} N_{kl} \delta \epsilon_{kl} + E_{ML}^{\epsilon} L_{kl} \delta \epsilon_{kl} + E_{MM}^{\epsilon} M_{kl} \delta \epsilon_{kl}. \]  

(14)

This yields an equation where \( \delta \epsilon_{kl} \) can be factored out of all the terms. For this equation to be valid for any \( \delta \epsilon_{kl} \), the expression that is multiplied by \( \delta \epsilon_{kl} \) must vanish. This result is:
This is the consistent tangent moduli tensor, which is in general nonsymmetric (nonetheless, the energy dissipation is ensured to be nonnegative\textsuperscript{40}). Based on how the microplane stresses have been formulated, $E_{NM} = E_{NL} = 0$, that is, the normal stress on a microplane is independent of the shear strain on the same surface. But the opposite is not true, that is, $E_{MN}, E_{LN} \neq 0$. Also note that this computation implies the stresses on each microplane not to depend on the stresses and strains on other microplanes.

7 ADJUSTMENT TO M7 ALGORITHM NEEDED FOR IMPLICIT VERSION

The algorithm of explicit M7 was defined by eqs. (11)–(32) in Reference 40. One step, however, implies a small discontinuous jump in the shear stress at the boundary $\sigma^t_\tau$, which prevents convergence of Newton–Raphson type iterations in an implicit algorithm. Rather it causes back-and-forth switching between the equations for positive $\sigma_N$ and for negative $\sigma_N$ (which implies, through eq. (26) of Caner and Bažant,\textsuperscript{40} different values of $\epsilon_V$ and thus leads to back-and-forth switching of the Jacobian).

The jump is here replaced by a smooth transition. To this end, eqs. (27) and (28) from Caner and Bažant\textsuperscript{40} are now replaced by one equation:

$$\sigma^t_\tau = \frac{1}{2} \left[ 1 - \tanh(\sigma_N/s') \right] R_{27}(\sigma_N, \epsilon_V) + \frac{1}{2} \left[ 1 + \tanh(\sigma_N/s) \right] R_{28}(\sigma_N, \epsilon_V), \quad s = 0.1 E k_1,$$

where parameter $s$, introduced empirically, governs the width of the transition range; $R_{27}(\sigma_N, \epsilon_V)$ and $R_{28}(\sigma_N, \epsilon_V)$ are the right-hand sides of eqs. (27) and (28) from Caner and Bažant\textsuperscript{40} with $\epsilon_V$ introduced through eq. (26). Note that, for $s \to 0$, tanh would converge to the Heaviside step function, which would make Equation (16) equivalent to eqs. (27) and (28) of the original M7 algorithm in Reference 40. Therefore, while $s$ should be chosen as small as possible, it must not be chosen too small.

This correction also improves the original explicit algorithm of M7. Particularly, it improves its convergence when the loading step is decreased to zero.

What facilitated our explicit–implicit conversion is that it could be made on the microplane level where we deal with components of scalar stress–strain relations rather than tensor components bound by tensorial transformation rules. Doing the same between the tensorial stress and strain components on the macro-level would be wrong, as it would violate the conditions of tensorial invariance. This is actually another advantage of the microplane approach to the constitutive modeling of damage.

The crucial point has been to make the conversion at the end of the microplane constitutive algorithm—that is, neither within this algorithm nor later on the tensorial level—and then transform the incremental scalar form on the microplanes into a tensorial one on the continuum macro-level.

Although the M7 version of microplane model is selected in this study, thanks to its success in representing all kinds of material test data for concrete, similar explicit–implicit conversions can be made in other microplane models with boundary inequalities. A few examples can be listed, such as the anisotropic spherocylindrical microplane model\textsuperscript{11} for shale, the triad-microplane model\textsuperscript{12,47} for textile twill composites, or the fatigue microplane model for concrete.\textsuperscript{48}

8 SEVEN EXAMPLES OF EXPLICIT-IMPLICIT-EXPERIMENTAL COMPARISONS FOR MICROPLANE MODEL M7

The accuracy of the implicit algorithm for M7 is now validated by simulating seven characteristic experiments, comparing the implicit results to explicit, and also by demonstrating that the test data are represented by M7 realistically. In numerical integration over the hemisphere, 37 integration points are used, in which case the optimal Gaussian integration formula...
is capable of integrating exactly polynomials up to the 13th degree. Tetrahedral or hexahedral elements were generated with a “free-mesh” algorithm embedded in ABAQUS, to suppress the orientation biases.

To eliminate the spurious mesh sensitivity, computer simulations were made with the crack-band model, in which the FE sizes in the fracture area are decided on the basis of the fracture process zone size. This size, in turn, is approximately proportional to the maximum size of the material heterogeneity, here the maximum aggregate size, although the relative stiffnesses and strengths of mortar, aggregate and interface zone also matter.

8.1 Postpeak softening damage under uniaxial tension

Figure 2(B) demonstrates close agreement of the results obtained by the implicit and explicit algorithms on a uniaxial tensile experiment. Both also fit closely the results of the tests reported in Reference 49. In this test, the dog-bone specimens, whose dimensions were 100 × 350 × 40 mm, were subjected to uniaxial tensile load (see Figure 2(A)). Neither the load nor displacement control could produce stable postpeak softening response, so a linear variable differential transformer (LVDT) was mounted at the middle segment of specimen, to control the test. The gauge length was 120 mm, spanning a section with FE size of 9 mm. The M7 calibrated parameters were \( k_1 = 0.00011, k_2 = 100, k_3 = 20, k_4 = 40, E = 28, 600 \text{ MPa} \). The boundary condition and the meshed domain are also shown in Figure 2(A).

The small deviations of explicit from implicit, seen in Figure 2(B), must be attributed to the propagation of a numerical wave generated by error accumulation. Note that, due to the nonsymmetry of the Jacobian, the global stiffness matrix must be stored in ABAQUS with the nonsymmetric option, or else it would be challenging to get the simulations to converge.

8.2 Postpeak softening damage under uniaxial compression

Figure 2(D) demonstrates a good explicit–implicit agreement, as well as a close fit of the uniaxial compressive test data by van Mier.\(^5\) Concrete prisms with dimensions 100 × 100 × 200 mm were subjected to monotonically increasing compressive stress. The FE size was 16 mm. As seen in Figure 2(D), the implicit result diverges from the explicit result only for very large strain, by >8%, which is due to a difference in the localization pattern. In this simulation, the experimentally calibrated M7 parameters were \( k_1 = 0.000142, k_2 = 110, k_3 = 12, k_4 = 38, E = 33, 500 \text{ MPa} \). See Figure 2(C) for the imposed boundary conditions and the mesh.
In both direct tension and uniaxial compression, the question of strain localization and mesh sensitivity arises. In a homogeneous medium, the ellipticity of the problem will weaken when one or more elements experience softening. However, such a reduction will pose a challenge to the equation solver due to an abrupt change in the global stiffness matrix. Therefore, a 1% random perturbation of $k_1$ (eqs. (11–32) in Reference 40) was generated in the implicit simulation to prevent multiple elements entering softening regime at the same iteration. In the explicit version, this was taken care of by random numerical dispersion generated over time by the cumulative error. Physically, this reflects the role of random flaws in the real specimens.

One valuable feature of the explicit–implicit conversion is that the implicit scheme allows querying the global stiffness matrix. On the structural scale, accumulation of microcracks can weaken the ellipticity of the boundary value problem. Once the ellipticity of a partial differential equation is lost, either instability or bifurcation will arise (as, e.g., at a limit point of the load-deflection curve). This can be quantified by checking the eigenvalues of the tangent stiffness matrix of the structure. After the limit point, the load increment should follow a more stable path. In the case there exists more than one stable paths, the path that maximizes entropy of the system (or minimizes the Helmholtz free energy, or the second-order work) will automatically occur [51, p651].

The minimum eigenvalue of the total tangent structural stiffness matrix $K$ is calculated to detect the loss of uniqueness or stability, which indicates the onset of strain localization. After that, the boundaries on microplane of all different orientations, 111 (3 × 37) in number, lead, along with the present introduction of a smooth transition function (16), to a gradual development of damage at the material points. This is manifested in the gradual decrease of the lowest eigenvalue $\lambda_1$ of $K$, shown in Figure 3(A), as the damage accumulates at microplanes of various orientations at various integration points of FEs. When the first eigenvalue vanishes, a discontinuity in the displacement field appears. The eigenvalues were computed by inserting eigenvalue analysis steps in each loading step, which yields a piece-wise approximation to eigenvalue evolution.

Similar to other strain-softening constitutive laws, the time step had to be reduced, so as to improve the convergence of the iterations within the step (Figure 3(B)). However, this step reduction stabilized at a certain level, which proves the implicit algorithm to be stable even at a large strain, that is, when further damage arises (this feature has been unavailable in some tensorial damage models with unrealistic softening behavior, which has caused the time step to vanish at large strain).

The convergence rate of the implicit algorithm is documented in Figure 4. The four data points separate four stages on the uniaxial load-displacement curve: weakly nonlinear prepeak state (with only sparse microcracks), onset of postpeak softening, steep postpeak softening (dense cracks begin to coalesce into a band), and a fully softened state (a macrocrack appears and widens). This figure shows that the decrease of the norm of the residual relative displacement $y_{n+1} - y_n^k$ with the iteration number $k$. Convergent iterations follow a power law

$$y_{n+1} - y_n^k = C k^{-p},$$

where $C$ and $p$ are constants. Exponent $p = 2$ represents quadratic convergence, characterizing elastic structures. Since $y_{n+1}$ is the converged solution at step $n + 1$, we take logarithms of this equation and use a nonlinear optimization algorithm such as Levenberg–Marquardt (e.g., in MatLab), to minimize

$$[\log(y_{n+1} - y_n^k) + p \log k - C]^2 \rightarrow \min.$$  

This yields the values of $p$, $C$ providing the optimum least-square fit of iterates $y_{n+1} - y_n^k$ by Equation (17), and allows plotting the convergence diagrams in Figure 4. Cases (A) and (D), which correspond to a prepeak nonlinear state and a
Convergence analysis showing the decrease of residual displacement (or error), indicated by the linear variable differential transformer (LVDT) strain, with the number of iterations, plotted in log-log scale. Cases (A) and (D), corresponding to elastic prepeak and fully softened crack band, are close to quadratic convergence (slope 2), while in the postpeak state, with steep softening, the convergence is slower (slope <1) yet does occur.

state with a fully softened crack band, give an almost quadratic convergence. In cases (B) and (C), corresponding to the peak state, and to the steep softening with localization into a band under way, the convergence is slower, but does take place.

8.3 Vertex effect in tests of torsion superposed on compression

The vertex effect, mentioned earlier, is the most important difference from the classical tensorial models based on loading potentials in the stress space. A very strong vertex effect in superposing a small shear stress increment upon a large uniaxial compression was demonstrated by the compression-torsion experiments of Caner et al., conducted on cylindrical specimens of concrete with dimensions 101.6 × 203.2 mm. Using an MTS axial-torsional testing machine, a uniaxial compression reaching into various stages of postpeak was applied and then followed by a torsional rotation. A major vertex effect was demonstrated by these tests. It is important, for example, for the seismic loading of buildings, in which large shear strains are suddenly superposed on axial compression.

Simulations again demonstrated an excellent implicit-explicit agreement, and also agreed satisfactorily with the test results; see Figure 5(A,B). The maximum principal strain fields corresponding to three corresponding uniaxial strains in Figure 5(B) were presented in 5(C). The element size was, in this case, 9 mm and the calibrated M7 parameters were \( k_1 = 0.00013, k_2 = 90, k_3 = 30, k_4 = 70, E = 36,900 \) MPa. Figure 5(C) also shows the loading apparatus and the mesh size of this simulation.

The standard tensorial constitutive laws based on stress or strain invariants and potential surfaces in the stress space cannot simulate the vertex effect. In Figure 5(B) they give a horizontal line, as marked. In 1960s and 1970s the vertex effect caused excitement in the continuum mechanics community and was extensively debated, but with no successful solution.

8.4 Postpeak behavior under cyclic and mixed-mode loading

Another capability of the implicit version is to capture, as closely as the explicit version, the hysteresis of loading–unloading cycles in concrete, with realistic loops (see Figure 6(A,B)). This is enabled by the predictor–corrector process in each microplane. In Figure 6, the experimental data by Sinha et al. were obtained from cyclic uniaxial compressive tests on concrete cylinders with \( D = 76.2 \) mm and \( h = 152.4 \) mm. The cylindrical specimens were subjected to several cycles of loading and unloading under displacement control. The fitting results using the present model (with parameters \( k_1 = 0.000103, k_2 = 70, k_3 = 20, k_4 = 70, E = 21,374 \) MPa and FE sizes of 9 mm) showed a good agreement between explicit and implicit algorithms and also with the experiments. The cyclic response followed a load path different from the monotonic uniaxial load which represented the load-displacement envelope. The strength limit decreased and departed from such an envelope, which manifested an essential feature of fatigue. The energy dissipated in each cycle, represented by the area swept by a loading–unloading cycle, reflected a comparable amount of dissipation between
FIGURE 5 (A) The average of uniaxial compression of $4 \times 8$ in. cylinder; (B) A comparison of the vertex effect between M7-implicit, M7-explicit, and experiments by Caner et al.\textsuperscript{32}; and (C) The strain field after torsion corresponding to different applied uniaxial strain.

FIGURE 6 (A) Comparison of M7-implicit with experiments: (A, B) cyclic uniaxial compressive test, and (C, D) tension-shear test with $F_h = 10$ kN.

simulations and experiments. These suggested a good characterization of opening and closing microcracks represented by various microplanes.

8.5 Fracture of double-edge-notched specimen

As another example, we choose the four-point loading of the double-edge-notched specimen. The loading is often labeled “mixed-mode” even though, in concrete, the cracks propagate in Mode I despite shear force in the ligament. This test checks the ability to capture the direction of crack path.
Nooru-Mohamed\textsuperscript{62} performed several experiments in which the vertical and horizontal loads were applied in different manners. Here, we simulate only one of his tests. The specimen dimensions are shown in Figure 6(C). In the first step, the horizontal load $F_h$ was increased to 10 kN while $\delta_v$ was kept constant. In the second step, the vertical tensile displacement $\delta_v$ corresponding to vertical load $F_v$ was raised up to failure while $F_h$ ceased to change. $F_v$ was recorded while the displacements were applied. Both the crack path and load-LVDT (whose attachment points are shown in Figure 6(C)) in the experiments were well captured by explicit and implicit versions; see Figure 6(C,D)). The parameters used in the simulations are $k_1 = 0.000089, k_2 = 60, k_3 = 20, k_4 = 50, E = 30,500$ MPa with elements’ sizes of 16 mm, approximating the coarse aggregate size of the utilized concrete.

### 8.6 Pure Mode II fracture of 4-point-loaded double-edge-notched specimens

In the case of sliding of a geological fault\textsuperscript{63} a crack opening is prevented by enormous hydrostatic pressure. In absence of high hydrostatic pressure, the cracks in concrete prefer to run, as opening Mode I cracks, along the principal stress direction, as manifested in Figure 6(C). However, when the zone of high shear stress is a very narrow strip, a crack that would extend in the principal stress direction would run into this zone of low stress associated with a lower energy release rate. This is one cause of straight-ahead propagation in Mode II. Another, perhaps more important, cause is a high crack-parallel compression, which probably greatly reduces the Mode II fracture energy, as suggested by the gap tests.\textsuperscript{41,42}

Both causes come to play in the double-edge-notched specimen if the opposite loads are placed close to the notches, as in Figure 7(A). The crack will then run straight ahead in pure shear, Mode II, as demonstrated in the 1996’s experiments of Bažant and Pfeiffer\textsuperscript{64} (Figure 7). These experiments allowed determining the Mode II fracture energy by the size effect method,\textsuperscript{45} based on the measured peak loads of geometrically similar specimens of 4 sizes (Figure 7(C)), with beam depths $D = 38.1, 76.2, 152.4$, and 304.8 mm. The thickness of all specimens was 38.1 mm (see Figure 7), so as to achieve two-dimensional scaling.

Figure 7(B) shows the curve of the size effect law

\begin{equation}
\sigma_N = \frac{\sigma_0}{\sqrt{1 + D/D_0}}
\end{equation}

obtained by fitting the nominal strengths, $\sigma_N$, to the results of FE simulations with the implicit microplane model M7. The optimal fit of this curve to the measured data points is seen to be as close as the scatter allows. The asymptote of this curve determines the Mode II fracture energy, $G_f^{II}$ (the free parameters of M7 were $k_1 = 0.000076, k_2 = 40, k_3 = 15, k_4 = 46, E = 28,100$ MPa, and element size was 6 mm for all $D$). According to the linear regression of size effect
The ability of capturing fracture under mixed-mode load and fracture in the last two examples is essential to represent the effect of crack-parallel stress \( \sigma_{xx} \).\(^{41,42} \) This is because the triaxial state of the crack tip is appropriately captured by interaction among the stress components on microplanes. Thanks to this feature, complex phenomena such as friction interlock and dilatant expansion corresponding to different level of parallel stress can be appropriately quantified, which will be discussed next.

8.7 The effect of stress \( \sigma_{xx} \) parallel to the crack on the fail failure load revealed by gap tests

In a new type of experiment, called the “gap test,” Nguyen et al.\(^{41,42} \) have shown that a compressive stress \( \sigma_{xx} \) parallel to the crack plane has a major effect on the fracture energy, \( G_f \). The test uses notched three-point-bend beams with two simple but crucial modifications—the end supports are installed with gaps and loading pads are added on the sides of the notch. The pads are made from an almost perfectly plastic material. Thus, the initial loading produces at the FPZ an almost constant and uniform crack-parallel stress \( \sigma_{xx} \). After that, the gaps at the ends close, and further loading produces a bending moment \( M \) that opens the crack in presence of a constant crack-parallel compression.

If the FPZ were a point and the crack a line crack, this compression could have no effect on the moment-displacement curve, But it does and, in fact, has a major effect. This effect cannot be captured by line-crack models, including LEFM, XFEM, and CCM.\(^{46,65,66} \) A model with a realistic tensorial damage model for an FPZ of finite width is obviously required.

The data points in Figure 8(C), where \( \sigma_c \) is the maximum compressive stress, represent the measured peak loads \( F_M = 4M/L \) corresponding to the bending moment; \( F_M = \) load in excess of the reaction from the plastic pads, \( L = \) span = 381 mm, \( D = 101.6 \) mm. The curve represents the prediction by crack band model with the explicit and implicit microplane model M7 (whose parameters were \( k_1 = 0.000127, k_2 = 40, k_3 = 20, k_4 = 36, E = 24, 500 \) MPa). The match of the test data is seen to be satisfactory at 5 levels of crack-parallel compressive stress \( \sigma_{xx} \). These results reflect similar trend of the fracture energy \( G_I \) with respect to \( \sigma_{xx} \). In fact, by using the size effect method mentioned in the previous section, one can fit the peak loads of geometrically similar specimens (\( D = 101.6, 203.2, \) and \( 406.4 \) mm) to obtain \( G_I \) at a given level of \( \sigma_{xx}/\sigma_c \).

The horizontal dashed line shows the prediction of line crack models, including CCM and XFEM based on LEFM. The microstructural mechanism of the crack-parallel stress effect within the FPZ consists of the effects of \( \sigma_{xx} \) on the static and dynamic aspects of the crack parallel stress field.\(^{41,42} \)

![Figure 8](image-url)
sliding friction on the microcracks inclined to \( x \), on the consequent axial splitting microcracks, and on the change of FPZ width, as explained by Figure 7 in Reference 42.

9 CONCLUSIONS

1. A microplane model with inequality boundaries can be easily converted from explicit to implicit on the level of the microplane. The entire constitutive algorithm is run on each microplane and then, from the resulting microplane stress, one evaluates, for each microplane, both the inelastic stress increment and the incremental (or tangent) stiffness. The subsequent calculation of the inelastic stress tensor increment or the incremental stiffness tensor is, as usual, based on the variational principle of virtual work, imposing static equivalence of the stress tensor and the microplane stress components.

2. To improve the convergence of loading step iterations with the implicit formulation, a minor adjustment is made by replacing a small volumetric strain jump in the original formulation of M7 by a smooth transition.

3. Seven diverse examples of implicit FE simulations are presented. To show that they are not contrived but realistic, the proposed method can capture the critical features in these experiments that are challenging to fit. The implicit and explicit versions of microplane model M7 are shown to yield virtually identical results, and also to agree with the actual experimental results.

4. The third example at the same time documents the importance of the vertex effect. The microplane model succeeds in vertex modeling because it is essentially equivalent to multisurface plasticity—for the case of microplane model M7 involving over a hundred simultaneous loading surfaces in the vectorial sense.

5. The fourth example showcases the ability to capture the fracture growth under cyclic loading, and gives a good prediction of the energy dissipated in loading–unloading reversal or in an unloading–reloading loop. The fifth and sixth example show that M7 can fit the Mode I fracture under “mixed-mode” loading, as well as the pure shear fracture of Mode II. The seventh example documents a good prediction of the effect of crack-parallel compression on the stress-displacement response measured in the recently developed “gap test,” which is shown to lead to a dependence of fracture energy on crack-parallel stress.

6. There are now over a hundred different constitutive models of concrete in the computational literature, typically shown to fit only about one to three basic type of experiments but none able to fit, for example, the experiments in examples 4 and 7 or most of those used in the calibration of model M7. Although the importance of experimental verification of computational models has long been emphasized, little such effort has been seen.

Note: The coding of the material subroutine of implicit microplane model M7, directly usable in UMAT of ABAQUS, can be freely downloaded from the following website: http://www.civil.northwestern.edu/people/bazant.
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