Scaling in size, time and risk—The problem of huge extrapolations and remedy by asymptotic matching
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A B S T R A C T

The scaling of structural response of concrete structures to large structure sizes, to long service lives and to tolerable failure probabilities is a problem of order-of-magnitude extrapolations, which are intractable by AI and machine learning and require significant theoretical advances. The present review, based on a lecture at Yonggang Huang’s 60th birthday symposium in Houston, summarizes the recent advances, with a focus on those achieved at Northwestern University. Reliable extrapolation requires two-sided asymptotic matching. Most existing databases provide support on only one extreme of the range of size, time or failure probability, but theoretical support can be obtained for the asymptotic behaviors on both sides of the range. The advantage is that the asymptotics are much simpler than the behavior in the central, transitional, range. In closing it is explained that realistic extrapolations are required to mitigate the calamitous CO₂ emissions from cement and concrete industry.

1. Problem faced

While artificial intelligence, with machine learning and deep learning, has recently gained enormous popularity and enabled the tackling of some difficult problems, the problems requiring major, orders-of-magnitude, extrapolations from the existing database are beyond its reach. For such problems, a physics based mathematical theory, with at least indirect experimental verification, is indispensable.

Among all the fields of engineering, structural engineering is special in that it requires enormous extrapolations. Thousands of bridges, buildings, and other large structures, each different, must be designed without being able to test full scale prototypes. This necessitates order-of-magnitude extrapolation from the lab to the structure size. In addition, century-plus durability, several orders of magnitude beyond the time span of experiments, is demanded. On top of that, the tolerable probability of failure, or risk, is about four orders of magnitude below the feasible range of testing, and even of quantifiable experience.

One consequence of these predicaments is that the concrete design code, such as ACI Standard 318, requires safety margins that are in some situations enormous and in others wasteful. Yet the safety record is imperfect, as numerous spectacular failures and drastically shortened lifetimes document. Unlike aeronautical, automotive, electronic, and other engineering, structural engineering cannot exist without a detailed design code because many thousands of structures, each different, with hundreds of different concrete
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compositions undefined a priori, must be designed. Large databases of laboratory experimental data for many different concretes have been assembled from worldwide literature, but they suffer from three kinds of bias (Fig. 1a):

(a) **Size:** In the worldwide database of laboratory tests of the shear strength of reinforced concrete (RC) (initially assembled at Northwestern (Bažant and Kim, 1984) and expanded by ACI-445F to about 800 tests), 81% of data concern cross-sections smaller than 0.4 m and 98% smaller than 1.25 m while girders of cross-section size up to 15 m are being built.

(b) **Time:** For creep and shrinkage, whose correct prediction helps to suppress distributed cracking, which is crucial for durability, 95% of the 4000+ test curves assembled worldwide are limited to a 6-year duration, 99% to a 12-year duration, and two tests to a 30-year duration, while bridges are supposed to last well over a century.

(c) **Risk:** This is the problem of failure probability, $P_f$, underpinning the “understrength” safety factors as well as the big, yet hidden, safety margins built into the supposedly deterministic equations of the design code. As safety experts generally agree, the $P_f$ per lifetime of bridges, aircraft, and computer chips, should not exceed one in a million (or $10^{-6}$) per lifetime. This is the probability of being killed for example by a falling tree, lightning, or wild animal. However, the existing evidence suffices to verify failure probabilities no lower than one in thirty, or $3 \cdot 10^{-2}$. So, an extrapolation by 4 orders of magnitude is necessary. The only way to tackle it is by linking it to the theory of size effect.

The gist of this review article is to emphasize that the extrapolations can be facilitated by exploiting the asymptotic properties, which are deduced from physics and are often relatively simple. Using only one-sided asymptotic properties would not avoid the inevitable errors of extrapolation. So, what is proposed here, is to exploit asymptotic properties at the opposite ends of the range, i.e., pursue two-sided asymptotic matching even if the experimental basis exists only on one side.

It is unfortunate but inevitable that the experimental databases exist only for small sizes, short times, and medium probabilities. But the physical asymptotic properties can be theoretically derived for both sides—small and large sizes, short and long times, medium and extra-small probabilities. They suffice for great improvement of prediction. The point is to find out how to match them.

The review that follows is based mostly on the results obtained at Northwestern University. They are, of course, underpinned by extensive background literature (Alfredo and Tang, 1984; Askarinejad and Rahbar, 2015; Barenblatt, 1979, 2003; Charles, 1958; Chen et al., 2007; Coleman, 1958; Cusatis and Schaffert, 2009; Di Luzzio and Cusatis, 2018; Daniels, 1945; Duckett, 2005; Dutta et al., 2013; Dutta and Tekalur, 2014; Evans, 1972; Evans and Fu, 1984; Fett, 1992; Fett and Munz, 1990; Fisher and Tippett, 1928; Jayatilaka and Trustrum, 1977; Gao et al., 2003; Glasstone et al., 1941; Griffith, 1921; Gumbel, 2004; Harlow and Phoenix, 1979, 1978; Harlow et al., 1983; Irwin, 1958; Krausz, 1988; Kramers, 1940; Le, 2015; Le et al., 2015, 2014; Melchers and Beck, 2018; Munz and Fett, 1999; Phoenix, 1978b; Phoenix et al., 1997; Rice et al., 1968; Shao et al., 2012; Wang et al., 2001; Wei et al., 2015; Weibull, 1939; Xu and Le, 2018; Zehrov and Korsukov, 1974; Bažant and Le, 2009; Bažant et al., 2009; Coleman, 1957; Graham-Brady et al., 2006; Ibnabdellatif and Phoenix, 1995; Lohbauer et al., 2002; Mahesh and Phoenix, 2004; Phillips and Rob, 2001; Phoenix, 1978a; Phoenix and Tierney, 1983; Smith, 1982; Thouless et al., 1983; Tobolsky and Eyring, 1943; Wagner, 1989; ACI318, 1980; Okamura and Higai, 1980; Iguo et al., 1984), but its discussion is beyond the scope of this article.

### 2. Size

The size effect has been the main or partial cause of a host of major failures (Fig. 1b). The fundamental problem is that of scaling when geometrically similar systems or structures of different sizes are compared. Here the fundamental concept is that of self-similarity (Barenblatt, 1979, 2003; Bažant and Oh, 1983). Let function $f(D, D_0)$ give the response (such as structure strength) at size $D$ if $D_0$ is taken as the reference size. A process is self-similar if any other size $D_i$ can be taken as a reference size giving a similar response. This condition leads to the functional equation (Bažant et al., 2021; Bažant, 2002; Bažant and Le, 2017; Bažant and Planas, 2019):

$$\frac{f(D/D_0)}{f(D_1/D_0)} = f(D/D_1)$$

It can be verified that its solution is a power law $\sigma_N \propto D^n$ of any exponent $n$ ($\sigma_N = P/A$ = nominal structure strength, $A =$ characteristic cross-section area). Fig. 1c shows in a log–log plot the opposite asymptotes for the case of quasibrittle materials, representing power laws of exponents 0 and $-1/2$ (Fig. 1c). The horizontal asymptote is determined by the material strength, $f_\nu$, and the inclined one by the material fracture energy $G_f$.

#### 2.1. Size effect of Type 2

In quasibrittle materials, the transition between these two asymptotes is best determined energetically. For this purpose we consider geometrically similar specimens of different sizes, with geometrically similar cracks or notches. We also assume that not only the man-made notches but also the critical cracks at maximum loads in structures of different size are geometrically similar.

This is a frequent situation, especially for reinforced concrete. It is called the Type 2 failure, which occurs when an initially negative structure geometry changes to positive (i.e., when $\partial K_f / \partial a_0 \rho$ flips sign from negative to positive; $K_f =$ stress intensity factor, $a =$ crack length, $P =$ load).

The energy released by unloading of the band that is traced by the advancing fracture process zone (FPZ) of finite width, $w_0$, is proportional to the crack band length, $a$, while the energy released from the rest of the structure is proportional to $a^2$ (Fig. 1d). The
Fig. 1. (a) Three kinds of bias of the databases, (b) the collapse of KB Bridge in Palau, (c) two-asymptotes of the size effect law, (d) geometrical scaling of structures, (e) asymptotic matching with the SEL, (f) linear regression of the SEL, (g) size effect trend of different materials, with a photo of 24 m long notch, crack mouth gauge and flat jack pipes in floating sea ice plate 80 × 80 × 1.79 m in size, tested by John Dempsey et al. (in collaboration with Z.P. Bažant) in 1993.

condition of energy balance and the assumption that $a/D = \text{constant}$ then yield the energetic size effect law (SEL) (Bažant, 1984)
of the form:

\[ \sigma_N = N f' = B\sigma_0 \left( 1 + \frac{D}{D_0} \right)^{-1/2} \]  

(2)

where \( \sigma_0 \) is material strength, \( B = \) constant depending on structure and crack geometry. The opposite asymptotes of this formula are the power laws shown by the straight lines Fig. 1c. Note that the energetic derivation excludes other formulas that have the same straight-line asymptotes, such as \( \sigma_N \propto 1/(1 + \sqrt{D/D_0}) \). Also note that the transition from one asymptote to the other is spread over three orders of magnitude and is the most important aspect of scaling (this aspect is not present in the renormalization group theory of quantum mechanics in which self-similarity and power laws have played since the 1950s a major role, but in a different way).

A more robust support for the size effect law can be obtained from the second-order asymptotic approximations obtained by the asymptotic expansions of: (1) the cohesive crack model for \( D \to 0 \) (this model closely approximates the crack band model in absence of crack-parallel stress), and (2) the linear elastic fracture mechanics (LEFM) for \( D \to \infty \). This yields the first- and second-order terms of the asymptotic expansions:

\[
\begin{align*}
\text{for } D \to 0 : & \quad \sigma_N \propto \sigma_0 - c_0 D + \ldots \\
\text{for } D \to \infty : & \quad \sigma_N \propto D^{-1/2}(b_1 - b_2 D^{-1} + \ldots)
\end{align*}
\]

(3) (4)

where \( \sigma_0, c_0, b_1, b_2 \) are constants. For \( D \to 0 \), the two-term asymptotic approximation is better obtained by the perturbation method in which the displacements, strains, and stresses are each expanded into a series of powers \( D^p \) where \( p \) is a constant, i.e.,

\[
\begin{align*}
\text{for } D \to 0 : & \quad u_i = u_0^i + u_1^i D^{-p} + \ldots, \quad \sigma_N = \sigma_N^0 + \sigma_N^1 D^{-p} + \ldots
\end{align*}
\]

(5)

If the terms with the same powers of \( D \) are isolated in the differential equations, cohesive crack law and boundary conditions, one gets a series of elasticity problems. The first two of them show that \( \sigma_N \) for \( D \to 0 \) must be approached linearly in \( D \) (which looks in the log- \( D \)-scale like an exponential approach).

The two-term asymptotic approximations are plotted in Fig. 1e by the dashed curves. It can be checked that the solid curve, representing the size effect law, represents the two-sided two-term (second-order) asymptotic matching of the foregoing two-term asymptotic approximations.

The asymptotic approximation of LEFM for \( D \to \infty \) based on the assumption of constant fracture process zone length, as presented in 1990 in Bažant et al. (1990), express the first two large-size terms by means of the dimensionless energy release function \( g(a) \). This function depends only on the structure and crack geometry (\( a = a/D = \) relative length of the crack or notch, \( a = \) its actual length). This reveals that the SEL can be expressed in terms of the LEFM functions:

\[
\sigma_N = \sqrt{\frac{E'G_f}{g'(a_0)\sigma_f + g(a_0)D}}
\]

(6)

where \( a_0 \) is relative length of a notch or initial stress-free crack, \( E' = E = \) Young’s modulus for plane stress and \( E/(1-\nu^2) \) for plane strain \( \nu = \) Poisson ratio, and \( \sigma_f \) = material characteristic length (which for concrete equals about 30% to 40% of Irwin’s length).

Eq. (6) has the advantage that it can be rearranged into a linear regression plot (Fig. 1f)

\[
Y = AX + C
\]

(7)

where \( X = D, \quad Y = \frac{E' g'(a_0)\sigma_f}{\sigma_N g'(a_0)\sigma_f + g(a_0)D} \)

(8)

After determining \( A \) and \( C \) by linear regression of the strength data for specimens of various sizes (Fig. 1e), one can calculate \( \epsilon_f \) and the fracture energy, \( G_f \), of the material. This method became in 1989 the international standard recommendation of RILEM (Bažant, 1990; Bažant and Kazemi, 1991) for the testing of fracture energy of concrete and geomaterials, and was later also endorsed by the committee ACI-446.

The SEL has been shown to fit well the size effect data for notched fracture test specimens of all kinds of quasibrittle materials (see Fig. 1g), including, besides concrete, sea ice, tough ceramics, fiber composites, stiff foams, rock, wood, bone, etc. The biggest tests were those of floating compact tension specimens of first-year sea ice 1.79 m thick, geometrically scaled up from size 0.5 × 0.5 m to reach the size of 80 × 80 m (photo in Fig. 1g). They were loaded by a flat jack inserted into the notches, which ranged up to 24 m in length (the tests, organized and directed by John Dempsey from Clarkson University in collaboration with Bažant, were conducted West of Cornwallis Island, about 500 km North of Canadian mainland). These tests dispelled the previous belief that fracture mechanics did not apply to sea ice. They revealed that the effective FPZ size of sea ice for the horizontal fracture growth is several meters in length, and that the LEFM for horizontal fracture growth applies only at sizes > 20 m. This, for example, clarified why the forces measured on the legs of oil platforms, exerted by moving sea ice, are order-of-magnitude less than predicted by computer programs based on plasticity and buckling.

2.2. Size effects laws applicable when various mechanisms interfere

Due to interactions of various failure mechanisms, other asymptotic power laws have been obtained for the scaling of the strength of some other structural systems. Axially compressed unidirectional carbon-polymer composites fail by a kink band in which the strength is controlled by shear slip between axial splitting cracks, with axial buckling, which has traditionally been treated by...
plasticity. This classical approach, which is adequate only when extrapolations to larger sizes are not of interest, has led to simple formulas of Rosen (1964), improved by Budiansky and Fleck (1993). However, scaled size effect tests of fiber-reinforced PEEK (polyether-ether-ketone) at Northwestern in 1999 (Bažant et al., 1999) demonstrated that the failure is not simultaneous, as required by plasticity. Rather, the compressed kink band propagates laterally, which is governed by fracture mechanics (i.e., by energy release rate) and leads to a generalized scaling law with constant residual strength \( \sigma^R \) (Bažant, 2002):

\[
\sigma_N = \sigma_0 (1 + D/D_0)^{-1/2} + \sigma^R
\]  

(9)

Failure by cracks propagating from V-notches, or cracks running along a bimaterial interface, leads to scaling laws of the general form:

\[
\sigma_N = [1 + (D/D_0)^{-2r\lambda}]^{-1/2r}
\]  

(10)

where \( r \) = empirical constant close to 1, and parameter \( \lambda \) can be complex or real (Bažant and Le, 2009; Le and Bažant, 2012; Bažant and Le, 2017; Bažant et al., 2021).

Compression fracture of quasibrittle materials typically involves the propagation of compression-shear bands inclined relative to the direction of principal compression stress of the largest magnitude. But the shear crack surface is evident only after the load softens to zero. At maximum load, instead of a shear slip plane, the shear band consists mainly of a series of axial splitting into parallel microslabs that undergo buckling. The buckling mechanism causes the large-size asymptotic scaling law to have a different exponent \((c_0, c_1 = \text{constants})\) (Bažant, 2003):

\[
\sigma_N = c_0 + c_1 D^{-2/5}
\]  

(11)

The same law has been obtained for the breakout of deep boreholes (Bažant et al., 1993), based on analyzing an elliptical enlargement of the borehole and applying Eshelby’s theorem.

An interesting case is the thermal bending fracture in the floating sea ice sheet. It is known to occur preferentially in thick ice plates, which can be up to 6 m thick. At the bottom, the temperature of the ice plate floating on seawater is near \(0^\circ\)C. After prolonged cooling, typically to \(-20^\circ\) to \(-40^\circ\)C, the temperature gradient across the thickness produces a locked-in eigen-moment. This eventually leads to a sudden bending fracture, which then runs dynamically for tens of miles, preferentially through the thickest ice. Analyzing it as a beam on an elastic foundation showed (Bažant, 1992) that, asymptotically, the critical temperature difference across the ice thickness is

\[
\Delta T \propto h^{-3/8} \propto l_{0r}^{-1/2}
\]  

(12)

where \( h \) = ice thickness and \( l_{0r} \) = buckling wavelength of the beam on elastic foundation. Note that the thicker the ice, the lower the temperature gradient that makes it fracture (if the temperature profiles are similar).

A surprising result, yet to be verified experimentally, is that the strength of composite girders, typically consisting of a steel I-section beam attached by studs to a top concrete slab, should asymptotically scale as

\[
\sigma_N \propto h^{-3/4}
\]  

(13)

The reason is that this is a hierarchical fracture, in which one fracture process is in the subscale of another, and each has its own size effects. One is the pullout and shearing of each stud embedded in the concrete slab, and the other is the propagation of stud failures along the row of studs in the concrete–steel interface.

2.3. Gap test for crack-parallel stress effect, with consequences for fracture mechanics

A major change in fracture mechanics is indicated by the recently discovered gap test (Nguyen et al., 2020b,a), whose set-up is sketched in Fig. 2a. The standard notched three-point-bend beam is installed with suitable gaps above the end supports, and elastoplastic loading pads are installed at the crack mouth. The end gaps are designed so as to engage in contact only after the pad forces reach a near-horizontal yield plateau. The end reactions then drive Mode I fracture growth in presence of a constant elastoplastic loading pads are installed at the crack mouth. The end gaps are designed so as to engage in contact only after the load softens to zero. At maximum load, instead of a shear slip plane, the shear band consists mainly of a series of axial splitting into parallel microslabs that undergo buckling. The buckling mechanism causes the large-size asymptotic scaling law to have a different exponent \((c_0, c_1 = \text{constants})\) (Bažant, 2003):
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\sigma_N = c_0 + c_1 D^{-2/5}
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An interesting case is the thermal bending fracture in the floating sea ice sheet. It is known to occur preferentially in thick ice plates, which can be up to 6 m thick. At the bottom, the temperature of the ice plate floating on seawater is near \(0^\circ\)C. After prolonged cooling, typically to \(-20^\circ\) to \(-40^\circ\)C, the temperature gradient across the thickness produces a locked-in eigen-moment. This eventually leads to a sudden bending fracture, which then runs dynamically for tens of miles, preferentially through the thickest ice. Analyzing it as a beam on an elastic foundation showed (Bažant, 1992) that, asymptotically, the critical temperature difference across the ice thickness is
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where \( h \) = ice thickness and \( l_{0r} \) = buckling wavelength of the beam on elastic foundation. Note that the thicker the ice, the lower the temperature gradient that makes it fracture (if the temperature profiles are similar).

A surprising result, yet to be verified experimentally, is that the strength of composite girders, typically consisting of a steel I-section beam attached by studs to a top concrete slab, should asymptotically scale as

\[
\sigma_N \propto h^{-3/4}
\]  

(13)

The reason is that this is a hierarchical fracture, in which one fracture process is in the subscale of another, and each has its own size effects. One is the pullout and shearing of each stud embedded in the concrete slab, and the other is the propagation of stud failures along the row of studs in the concrete–steel interface.

2.3. Gap test for crack-parallel stress effect, with consequences for fracture mechanics

A major change in fracture mechanics is indicated by the recently discovered gap test (Nguyen et al., 2020b,a), whose set-up is sketched in Fig. 2a. The standard notched three-point-bend beam is installed with suitable gaps above the end supports, and elastoplastic loading pads are installed at the crack mouth. The end gaps are designed so as to engage in contact only after the pad forces reach a near-horizontal yield plateau. The end reactions then drive Mode I fracture growth in presence of a constant crack-parallel compression, \( \sigma_{xx} \). The advantage is that the structure transits from one statically determinate configuration to another. The SEL, Eq. (2), remains valid in presence of \( \sigma_{xx} \), as well as \( \sigma_{zz} \).

From the maximum loads of the gap tests scaled to various sizes \( D \), one can evaluate, for each \( \sigma_{xx} \)-value, the fracture energy, \( G_f \), by means of the size effect method, Eq. (8), which remains valid even in the presence of \( \sigma_{yy} \). The measured \( G_f \) values are plotted in Fig. 2b and c as functions of \(-\sigma_{yy}/\sigma_c \), where \( \sigma_c \) = uniaxial compression strength, for four different materials—concrete, fiber-reinforced concrete, aluminum (to be discussed later), and cross-ply fiber composite (Brockmann and Salvito, 2022) (see Fig. 2c). Note that the effect of crack-parallel stress is large and different for each material. This effect cannot be captured by LEMF, cohesive and other line crack models (nor by peridynamic and phase-field models Bažant et al., 2022b). A realistic tensorial damage constitutive relation is required to simulate an FPZ of finite width (Fig. 2d) (the popular Mazars’ volumetric softening cannot predict the gap test response (Mazars, 1981)). The microplane model M7 (Caner et al., 2013; Nguyen et al., 2021a) serves this purpose effectively, and the prediction of its latest version M7 is shown in Fig. 2b and c.

Where in practice does the crack-parallel stress matter? • Shear failure of RC beams and slabs • Cracks in prestressed concrete • Longitudinal crack in pressurized aircraft fuselage • Crack in the casing of a solid-fuel rocket • Shear crack in aircraft wing box, rudder, stabilizer • Fracking, esp. with poromechanical stress transfer from the fluid phase to the solid phase • Sea ice
Fig. 2. (a) Gap test set-up, (b) $G_f$ variation with crack-parallel stress of concrete, (c) variation of $G_f$ for different materials (Brockmann and Salviato, 2022), (d) crack growth and FPZ evolution, (e) three asymptotics in hardening metals, (f) gap tests of Al, (g) size effect of Al fracture specimens.

- Sheet pushing on a fixed structure
- Pressure vessel fractures
- Fracture in an arch dam or arch bridge abutments, or footings
- Crush cans in automobile crashworthiness
- Cracks caused by projectile impact and penetration
- Cracks in inflatable shells
- Most thermal cracks
- Cracks in geology, in seismic events, in earthquake fault
- Pullout fracture of anchors from rock or concrete
- Shear cracks in fiber composite wings, wing box, rudder
- Shear crack in fiber composite wind turbine blades
Particle comminution in projectile impact • Fracture of fatigued plastic-hardening polycrystalline metals • Burst of mine stopes, borehole breakout, failure of tunnel excavations • Fracture of bone, dental materials, annulus hibrosus, other bio-materials, etc.

2.4. Extension of Type 2 scaling to plastic-hardening metals with crack-parallel stress

While polycrystalline plastic-hardening metals have a simpler microstructure than concrete, the scaling of their strength is more intricate, because a millimeter-scale plastic hardening zone surrounds a micrometer-scale fracture process zone. As a consequence, the scaling of structural failure must distinguish three asymptotes, shown in Fig. 2e (Nguyen et al., 2021b).

In contrast to quasibrittle fracture, there is an intermediate asymptote (Nguyen et al., 2021b) (which is a concept due to Barenblatt (1979); Fig. 2e. This asymptote characterizes the HRR (Rice and Rosengren, 1968; Hutchinson, 1968) field of large-scale yielding in an insufficiently large structure. The slope of the intermediate asymptote is 1/(n + 1) (Nguyen et al., 2021b) where n is the plastic-hardening exponent of the Ramberg–Osgood uniaxial stress–strain law for metals (where n normally equals 10 to 20).

Matching of the singular elastic field of small-scale yielding for structures of sufficiently large size D to the singular elasto-plastic field for large-scale yielding depends on the crack-parallel stress \( \sigma_{xx} \) and may be approximately determined variationally by the principle of virtual work (this effect, called the T-stress effect, has been known since the 1980s but it was apparently unknown that a part of it must be attributed to the micrometer scale width of the FPZ). The scaling law bridging the FPZ and the small-scale yielding for large D needs again to be based on the energy balance equation (Nguyen et al., 2021b), which now reads:

\[
G_s + G_b = G_f + G_p
\]  

(14)

Note that there are here two additional terms that do not intervene in our previous analysis of quasibrittle fracture—\( G_b \) which represents the energy released from the band of material traced by the advancing yielding zone, and \( G_p \) which represents the energy dissipated in the wake of the yielding zone, which is much wider than the wake of the fracture process zone (Fig. 2d). Interestingly, this leads to an asymptotic matching law of the same form as that for as for concrete, Eq. (2), but its parameters are expressed differently (Nguyen et al., 2021b):

\[
\sigma_0^2 = \frac{E'G_f}{2r_p} + \sigma_p^2, \quad D_0 = \frac{2r_p}{g(\sigma_0)}\]  

(15)

Here \( r_p \) is the effective radius of the yielding zone, depending on \( \sigma_{xx} \), and \( \sigma_p \) is the yield strength parameter (Nguyen et al., 2021b). Obviously, the modified scaling law can again be used for the size effect method which identifies the fracture energy \( G_f \) and the \( r_p \) from size effect tests (see Fig. 2f).

The scaling analysis confirmed that, for tests that reach the small-scale yielding, i.e. are well above the transition from the second to the third asymptote, the value of \( G_f \) determined in this way is equal to the J-integral (Nguyen et al., 2021b; Bažant et al., 2022a). This fact was, of course, established already in the 1970s, e.g., by the tests at Westinghouse (Fig. 2g, private communication by editor J. Hsia, NTU, Singapore), which showed that, for the largest steel specimen shown, about 0.5 m in size, the standard LEFM testing gave a \( G_f \) value that agreed with the ASTM J-integral test based on Rice’s J-integral (Rice, 1968) (at that time, there was no interest in scaling laws for solid mechanics, and the data for the specimens of 5 sizes shown in Fig. 2g were not even reported).

The scaling law for smaller specimens in the transition from large-scale to small-scale yielding has also been determined (Nguyen et al., 2021b), although its use to determine \( G_f \) requires different equations (yet to be published).

2.5. Failure at crack initiation—Type 1 size effect

The Type 1 size effect occurs in structures of initially positive geometry (Bažant et al., 2021) \((\partial K_f/\partial a)|_{P} > 0\), with no crack or notch, which fail as soon as a macrocrack initiates from a fully formed FPZ (or a fully damaged representative volume element, RVE). In this case, the initial rate of energy release from the structure is independent of D (unlike Type 2).

The Type 1 size effect stems from stress redistribution by the initial FPZ only, and is caused by an increasing ratio of D to the FPZ size. If the material is deterministic, this size effect terminates asymptotically with a horizontal asymptote; if it is not, then with the Weibull scaling law (Fig. 3a). The latter occurs if, and only if, the triggering crack can occur randomly within a large volume of the structure (which is not the case for 3PB specimens). The deterministic size effect that matches the asymptotic properties at both extremes, is given by the formula (Eq. (16)):

\[
\sigma_N = \sigma_0 \left( 1 + \frac{r D_b}{D} \right)^{1/r}
\]  

(16)

where \( D_b \) is constant (transitional size) and \( r \) is empirical constant.

Materials are, however, always random, and then (if \( V_f \) is large) the size effect of Type 1 transits towards an inclined asymptote of classical Weibull statistical size effect, whose slope is \( n/m \) where \( m = \) Weibull modulus (for concrete about 24) and \( n = \) the number of spatial dimensions. The scaling law, matching the asymptotic behavior at both extremes, is then generalized as Eq. (17):

\[
\sigma_N = \sigma_0 \left[ \left( \frac{D_b}{D} \right)^{m/n} + \frac{r D_b}{D} \right]^{1/r}
\]  

(17)

For \( m \to \infty \) (no randomness), this equation reduces to the deterministic case.
However, the statistical size effect can occur only if there is a large zone, \( V_p \), of near maximum stress, as in uniaxial tension or a four-point bend specimen with a long segment of uniform bending moment. For three-point bending, the statistical size effect is negligible because the fracture can initiate at only one place.
2.6. Shear failure of RC beams and slab punching—A quintessential problem of fracture and scaling

This has been a formidable problem, arguably the hardest in fracture mechanics (Fig. 3b). It has been researched for a century, and by fracture mechanics for half century. It caused, or contributed to, sudden failures of many RC structures. Neither LEFM nor cohesive crack model (CCM) can predict it. Why?

The gap test is one explanation. The LEFM or CCM, can predict only the initiation of the main diagonal crack at mid-depth of the beam (see Fig. 3b showing the left part of a beam). But at $P_{\text{max}}$, the maximum load, at which the crack has already grown in a stable manner through about 80% of beam depth, the compressive stress $\sigma_{\text{cr}}$ along the crack (in the shaded blue strip above the main crack), nearly attains the uniaxial compression strength $f'_c$, and thus reduces the Mode I fracture energy to almost 0, as revealed by the gap test (Nguyen et al., 2020b,a). The failure then proceeds by the propagation of a compression-shear band of splitting cracks across the top of the compression "strut" (Figs. 3b and c), while the triangular wedge above the crack tip (of length $a_c$) gets pushed up (Yu et al., 2016; Dönmez and Bažant, 2019; Bažant et al., 2022b). Consequently, the Type 2 size effect is followed, and closely so, as confirmed by many tests and explained by strain energy release from the compression "strut" (Fig. 3b), which increases quadratically with the beam size while the energy release from the splitting crack band increases linearly.

The worldwide database of ACI Committee 445, which evolved from a smaller Northwestern database (Bažant and Kim, 1984), now contains about 800 test series collected from the literature (Reineck et al., 2003). The size effect law is best verified by the tests of Syroka-Korol and Tejchman (2014), in which the similarity of failure mode is documented by the coincidence of the dotted curves for three scaled beam sizes plotted in Fig. 3b top in dimensionless coordinates. Figs. 3d and e show examples of comparisons of Type 2 size effect with selected laboratory test data on one concrete only, and with the whole ACI 445 database of many different concretes transformed to Type 2 law coordinates (Reineck et al., 2003). The size effect law of Type 2 for beam shear is now embedded in Standard ACI 318-19 (ACI318, 2019).

The punching shear failure of RC slabs also follows the Type 2 size effect law (Dönmez and Bažant, 2017). This, too, is now codified in ACI 318-19 (ACI318, 2019).

What is the essential cause of the transitional nature of the Type 2 energetic size effect? It is that the total energy release $W$ caused by fracture is a sum of two parts, one growing with the structure size $D$ quadratically (as in LEFM), and one linearly (as in the strength theory); i.e.,

$$W = c_1 D^2 + c_2 l_0 D$$

where $l_0$ is the material characteristic length and $c_1, c_2$ are constant (of dimension $J/m^2$) for geometrically scaled structures.

3. Time

3.1. Creep extrapolation—century plus

Equally serious, albeit different, scaling issues arise for structural durability, especially for concrete structures. In the available worldwide database on creep and shrinkage, containing about 4000 test curves and 65,000 data points, 95% of data are limited to a 6-year duration and nearly all of the rest to a 12-year duration. Accordingly (and perhaps wishfully), the concrete design codes or guides have long specified time curves of creep and shrinkage that flattened off beyond the range of database (even though this was in disagreement with the solidification theory and the theory of microprestress due to disjoining pressure of hindered adsorbed water in nanopores).

What eventually prompted a change was the analysis of the tragic failure the KB Bridge in Palau—a world record prestressed box girder, whose creep deflection reached 1.61 m within 18 years, accompanied by a prestress loss measured as 50% (instead of about 20% as assumed in design); Fig. 4a. Analysis of the deflections (at Northwestern, Bažant et al., 2011b) led to an arduous effort to collect, under the auspices of RILEM TC-MDC, the histories or grossly excessive deflections of large-span bridges. Of the 71 collected (often from reluctant bridge owners) (Bažant et al., 2011a), 28 are displayed in the log–log scales in Fig. 5 (Bažant et al., 2011a). The data on creep compliance of the concretes used were then inferred by inverse analysis, as shown in Fig. 4c.

These data agreed with (though could not prove) the theoretical result that the creep of concrete at constant stress proceeds roughly logarithmically in time, without any bound, doubtless for over a century, as introduced in RILEM Model B3 (Bažant and Baweja, 1995a,b). After this demonstration, the ACI-209 guidelines as well as the European fib Model Code were changed promptly (Fig. 4b).

3.2. Scaling of shrinkage and its extrapolation via two-sided asymptotic matching

Drying shrinkage, $\epsilon_{sh}$, is caused by a decrease in the surface energy of the pores. At constant temperature, $T$, $\epsilon_{sh}$ is a function of the chemical potential, $\mu(h)$, of pore water, which represents the Gibbs free energy per unit mass. The drying shrinkage, as well as the effect of drying on creep, is controlled by the diffusion of water through unsaturated concrete. The diffusion is highly nonlinear due to a two-orders-of-magnitude drop of diffusivity and permeability as pore humidity $h$ decreases (Bažant and Jirásek, 2018). However, the asymptotic properties are simple. The average shrinkage strain, $\epsilon_{sh}(t)$, in a test cylinder was shown to be approximately proportional to the total water loss, even though the diffusion problem is highly nonlinear. For similar cross sections
of characteristic size $D$, despite nonlinear diffusivity, the diffusion theory shows that the pore water content generally evolves as a function of the effective time:

$$i = \frac{1}{c} \left( \frac{t}{D^2} \right)$$  \hspace{1cm} (19)
where $t =$ actual time measured from the instant of exposure to drying in a steady environment ($c =$ constant). A typical pore humidity profile at the drying profile is illustrated in Fig. 4d for a slab section. Fig. 4e depicts how the interaction of evolving humidity profiles due to drying and self-desiccation depends on specimen thickness.

It can be shown that, asymptotically for short $\hat{t}$ (i.e., for $t \to 0$ or $D \to \infty$), the water content of a drying specimen evolves as $\sqrt{\hat{t}}$, and asymptotically for very long $\hat{t}$ (i.e., for $t \to \infty$ or $D \to 0$) should approach a final value exponentially. These theoretically established opposite asymptotic properties, can all be bridged by the function (Eq. (20)):

$$\varepsilon_{sh}(\hat{t}) = \varepsilon_\infty S(t), \quad \text{where} \quad S(t) = \tanh \sqrt{\hat{t}}$$

(20)

where $\varepsilon_\infty$ is a constant (this formula is embodied in RILEM standard recommendations, models B3 (Bažant and Baweja, 1995a,b) and B4 (Wendner et al., 2013; Hubler et al., 2015), endorsed by ACI-209 committee).

This formula, however, is sufficient only for old concretes with high water–cement ratios ($w/c > 0.5$), in which the self-desiccation was feeble, terminating at pore relative humidity $h \approx 0.98$. Modern concretes, characterized by a halved cement content and a very low water–cement ratios (as low as 0.25) develop large self-desiccation due to the chemical process of hydration, which can reach as low $h = 0.65$. Such self-desiccation produces major autogenous shrinkage, $\varepsilon_{au}(t)$, driven by self-desiccation, of similar magnitude as the drying shrinkage, $\varepsilon_{sh}(t)$. $t_e$ is the effective hydration period (also called the maturity). Based on plots in a linear time scale, which are misleading, the autogenous shrinkage was assumed to terminate within a few months, but the collection of extensive data shown in Fig. 6a confirmed that the autogenous shrinkage of sealed specimens evolves as a power law of exponent about 0.2, probably over the at least a century.

The interaction of autogenous and drying shrinkage, depicted in Fig. 4e by four subsequent pore humidity profiles for thin and thick walls, brings about further complexity. The rate of self-desiccation, and thus of autogenous shrinkage, decreases drastically with a decrease of pore humidity. Therefore, in thin slabs, which dry relatively quickly, the autogenous shrinkage plays a small role, but in relatively thick ones a major role.

Similar is the interaction with wetting in water submersion. Prior self-desiccation in the cores of specimens under water produces much pore space for imbibing more water. In thin specimens the autogenous shrinkage is soon overpowered by the wetting front and, except for a short initial period, the specimen swells (i.e., the average shrinkage strain is positive). But thick specimens undergo autogenous shrinkage for a long time even underwater, as long as the wetting front penetrates only a small part of specimen thickness $D$. 

---

[Deflection/Span (%) ] vs. Time Elapsed (days, log-scale)

Fig. 5. Computed deflections of the 28 current bridges around the world.

---
The problem is complex but one may again exploit the asymptotics; 8 asymptotic properties of two shrinkage-driving processes, 4 for the external drying and 4 for the self-desiccation, are known at $t \to 0$, $t \to \infty$, $D \to 0$, $D \to \infty$. They can be introduced by the
functions

\[ f_b(t) = k_b S(\hat{t}), \quad f_w = k_w S(\hat{t}) \quad \text{where} \quad \hat{t} = t/D^2 \]

(21)

The following formula for the total stress-independent strain has all the required asymptotic properties:

\[ \varepsilon(t) = \varepsilon_b(\hat{t}) + [1 - f_b(\hat{t})] \varepsilon_{mb}(t) [1 - f_w(t)] + \varepsilon_m(t) \varepsilon_{mw}(t) \]

(22)

The first, as well as the second under-braced term, has the form of interpolation by the partition of unity, with partition factors \( f_b \) and \( 1 - f_b \). The second and third terms of the sum have also the form of partition of unity, with partition factors \( [1 - f_w] \) and \( f_w \). However, these partitions of unity actually represent functions \( f_b(\hat{t}) \) and \( f_w(\hat{t}) \) and thus include not just interpolations but quadruple asymptotic matching, since functions \( f_b(\hat{t}) \) and \( f_w(\hat{t}) \) already include the asymptotic properties. For a great variety of concretes, Eq. (22) allowed a big improvement of the fits of the test data on shrinkage and swelling; see the example in Fig. 6f.

The asymptotic term \( \varepsilon_{mw}(t) \) in the last equation includes the expansion of solidified cement due to hydration. The notion of expansion might seem heretical because the chemical reaction of hydration has been known since 1877 to be contractive (Le Chatelier, 1887), i.e., the nano-powdered hydrated cement to have a smaller volume than the anhydrous cement and the water needed for its hydration. However, a hydrating cement forms a porous solid skeleton, in which the shells of the hydration product, the C–S–H, envelop the cement particles and tend to push them apart as they grow (Figs. 6b–c) (in similarity to crystal growth pressure). This is a process proceeding at a declining rate for days and decades, causing gradual expansion of the skeleton, superposed on other deformations.

Asymptotic aspects of sorption isotherm

The analysis of water diffusion in concrete requires knowing the sorption isotherm, i.e., the variation of pore water content \( w \) as a function of relative humidity \( h \) in the pores, at a constant temperature. The BET (Brunauer, Emmett, Teller (Brunauer et al., 1938)) isotherm has generally been used, but it cannot capture the adsorption range with a correct low \( h \) asymptotics and is asymptotically incorrect for \( h \to 1 \). Recently, the classical statistical derivation of this isotherm has been made more realistic to capture the fact that, as the nanopores are getting filled at increasing \( h \), the surface of the multi-molecular adsorption layers that is exposed to vapor diminishes, roughly as a power function of adsorption layer thickness (Nguyen et al., 2019, 2020).

Introducing this restriction into the statistics, or frequency, of water molecule condensation and evaporation rates (Fig. 6d), one gets a recursive equation for rates \( q_1 \) and \( q_2 \) of condensation and evaporation, leading to a sum of water contents from one to an infinite number of water layers. This sum can be evaluated in terms of the Jonquiére special function, \( \Lambda \). Then, noting that not more than five layers can get adsorbed, a similar sum from six to infinity is excluded, which allows this isotherm, unlike BET, to be asymptotically correct not only for \( h \to 0 \) but also for \( h \to 1 \), giving a finite water content at \( h = 1 \) (Fig. 6e). The new isotherm, labeled NRB (Nguyen et al., 2019), reads:

\[ \theta(h, T) = \frac{1 - \Lambda_{1}(h)}{c_T^{-1} + \Lambda_{1}(h)} \]

(23)

where \( c_T \) = temperature dependent parameter, and \( \theta \) = relative saturation of the nanoporous material, e.g., concrete.

4. Risk

Experts generally agree that, a tolerable failure probability in the design of engineering structures, such as bridges, aircraft, and computers, should not exceed \( 10^{-6} \), or one in a million, which is in the US the probability of being killed by lightning, a falling tree or wild animal. To verify it experimentally, a structure or material test would have to be repeated \( 10^4 \)-times, which is impossible. This is a tough problem since for the commonly assumed probability distributions such as normal (or Gaussian) and Weibullian, which can hardly be distinguished from each other in the central range of probabilities > 1% (Fig. 7a), the distances from the mean to the point of \( 10^{-6} \) differ as about 2:1. The correct distribution can be anywhere in between. Experiments alone are useless. They must be aided by a physically based theory as the asymptotic support.

It has long been thought that the theory of random material flaws is the answer, but it is not. It is not wrong but merely replaces one set of hypotheses with another, and is a sort of circular argument. The answer must be sought at the nanoscale. Failure always involves the breakage of interatomic bonds, which follows Kramers’ rule of atomistic transition rate theory; see Fig. 7b. The important point is that, at the atomic scale, the failure frequency is also the probability. The bond ruptures and restorations occur at different rates depending on their activation energy barriers, which are biased by the applied stress. From this analysis, one concludes (Bažant and Pang, 2007; Bažant et al., 2021) that the tail of the probability density function (pdf) of failure probability \( P_f \) on the nanoscale is a power law of applied stress with exponent 2 (given that the Péclet number of the relevant Fokker–Planck equation is \( > 4 \)).

The transition from the nanoscale to the material scale (7 orders of magnitude in concrete) can be modeled as an alternation of series and parallel couplings, imagined to act at each scale across and along the fracture process zones (Figs. 7c–d). Asymptotic analysis shows that the power law tail is indestructible but its exponent increases from 2 to about 20 to 40.
The result is that larger quasi-brittle structures can be modeled as a chain (i.e., a series coupling, with each link corresponding to one RVE (representative volume element)). The links are characterized by a pdf with a power law tail. If the number $N$ of links were infinite, the pdf of structural failure would be Weibullian. An important new point (Bazant and Pang, 2007) was that, for quasi-brittle
structures, the number, $N$, of links is finite, because the fracture process zone is not small enough. This causes a Weibullian core to transit at higher probabilities (and stress $\to \infty$) to a Gaussian tail, and the Gauss–Weibull pdf represents an asymptotic matching of these two limiting behaviors (Bažant et al., 2021; Le et al., 2011; Bažant and Le, 2017). Some of the experimental verifications of the Gauss–Weibull distribution are shown in Fig. 7e (Bažant et al., 2009), and Fig. 8a demonstrates generalizations to fatigue lifetimes. The distributions are plotted in these figures in the Weibull scale, which is a scale in which the Weibull distribution appears as a straight line.

For a long time, the deviations to the right were attributed to the existence of a finite threshold (leading to a 3 parameter Weibull distribution), which has been shown to be incorrect and misleading. This is confirmed by a grossly incorrect size effect, which is caused by the presence of a finite threshold; Figs. 8b–c.

The foregoing discussion pertains to particulate materials such as concrete. Of great interest are more intricate material architectures such as that of nacre, whose essence is a “brick-and-mortar” arrangement of nano-platelets of aragonite ($\text{CaCO}_3$), which obviously does not fit the weakest-link chain model. But it also does not fit the fiber bundle (parallel coupling) model. These two models, sketched in Fig. 8d, were until 2017 the only two probabilistic failure models for which the calculation of the exact pdf, including the far-left tail, was feasible. In 2017 it was found (Luo and Bažant, 2017) that the failure probability of nacre is captured by the “fishnet” model (see Fig. 8e), which is the third analytically tractable model, and resembles a fishnet pulled diagonally. The distinct feature of the fishnet model is that it represents a regular alternation of parallel and series links while its pdf can also be solved exactly (Luo and Bažant, 2017).

Rectangular fishnets have a useful new property. As their width-to-length aspect ratio, $W/L$, changes from 0 to $\infty$, they display a continuous transition from Gaussian distribution to Weibull distribution. They are the only known physical model to accomplish that.

The failure probability, $P_f$, of a fishnet can be regarded as a sum of $P_{fi}$, $i = 1, 2, 3, \ldots$ of the cases (disjoint sets) in which the failure is caused by 1, 2, 3, . . . or $n$ link failures. For up to 3, an exact analytical solution of $P_f$ has been found (Luo and Bažant, 2017), and for up to about 1000 links in the fishnet, this solution is almost exact for any $n$. These curves have been confirmed by one million Monte Carlo simulations per probability distribution curve (so each point represents an aggregation of about 10,000 Monte Carlo simulations (Fig. 8f, Fig. 9a)). If we denote $\sigma = \text{uniaxial uniform tensile stress applied and } f_i = \text{mean strength of each link and } m_i \text{ its Weibull modulus, Fig. 8f shows in Weibull scale the probability distributions for } 1, 2, 3, \ldots n \text{ links failed at maximum load, } P_{max}$. The case $m = 1$ is the Weibull distribution (weakest-link model). What is revealing for material architecture design is that the combination of series and parallel links provides an enormous (40%) increase of strength at $P_f = 10^{-6}$, compared to the weakest-link model.

As marked in Fig. 8f, the probability curves in the Weibull scale of coordinates $Y = \ln[-\ln(1 - P_f)]$ versus $X = \ln \sigma$ represent envelopes to asymptotic slopes $m, 2m, 3m, \ldots$. It was found that they may be described by a simple differential equation:

$$\frac{dY}{dX} = m_0 + m_1 Y \quad \text{with} \quad P_f = 1 - e^{-e^{-Y}} \quad (24)$$

which is easily solved by the separation of variables. This equation captures not only the increase of slope while moving down at fixed $N$ to lower probability but also the increase of slope at median probability 0.5 in Fig. 9a while moving left toward larger geometrically similar fishnets, requiring a progressively larger number $N$ of links to fail before $P_{max}$.

The question is whether this trend may continue to very large $N$. It cannot. For a fishnet with $N = 10^5$ links, intuition suggests, and computations indicate, that often many, say 20, links in a row need to fail to reach $P_{max}$ and cause overall failure. Such a row effectively represents a crack, with singular stress concentrations at its ends, which does not exist for low $N$. But it is not a crack in an elastic continuum. It was shown that the continuum limit of an elastic fishnet is simply the Laplace equation. The solution of this equation via complex potentials showed that a crack in a rectangular domain represents a positive geometry (Bažant et al., 2021), which means that at a certain critical length (at which the energy release rate balances the dissipation) it will cause dynamic failure.

Because, in a uniformly stressed big fishnet, such a crack may occur at many possible random locations, the behavior of big fishnet must approach that of the weakest-link model and, because of the power-law tail, this implies that for $N \to \infty$ the sequence of probability distribution curves in Fig. 9a must eventually approach a straight line representing Weibull distribution, whose slope is much larger than $m$, perhaps $3m$ (studies are still under way, joint with Prof. J.-L. Le, University of Minnesota, and Houlin Xu, at Northwestern). The transition from small to large fishnets, i.e., from fishnet distribution to Weibull distribution, represents a problem of asymptotic matching, facilitated by Eq. (24).

What if the fishnet links, instead of breaking suddenly, exhibit progressive postpeak softening? This has been handled by representing the softening as a progression of small stress drops (Luo and Bažant, 2020), which leads to Pólya–Aeppli geometric Poisson distribution. The results are overall quite similar (Luo and Bažant, 2018).

The fishnet model has been generalized to three dimensions and applied to the octet material architecture (Fig. 9b), which can nowadays be easily created by 3D printing. Their deterministic analysis (e.g., Zhang et al., 2019) confirmed that this architecture offers a very high strength-to-weight ratio. A probabilistic analysis similar to fishnet (Luo and Bažant, 2020) showed that the safety margin of an octet structure at $P_f = 10^{-6}$ is even greater than it is for a 2D fishnet.

The fracture of plain concrete specimens in tension has been assumed to follow the series-coupling (or weakest-link) model. However, recent simulations of force chains in tension of small specimens (i.e., not large enough compared to the inhomogeneity size) showed that the force chains are not parallel but connect laterally (see Fig. 9c). This suggests that, for small structures below the LEFM size range, the series coupling model of failure probability may have to be enriched by some small percentage of parallel couplings.
Fig. 8. Illustrations of the Fishnet statistics.
The complex effect of material architecture on $P_f$ calls for caution in creating and appraising new materials. It has been demonstrated that material A, whose mean strength is 8% lower than that of material B, can be at failure probability level $10^{-6}$.
5. Closing comments on broader implications

The problems of big extrapolations highlighted here affect many engineering fields but are endemic in concrete engineering. Aside from safety and economic aspects, a wrong or poor extrapolation has an enormous environmental impact, particularly on CO$_2$ emissions.

The CO$_2$ emissions from cement production currently equal those from all the cars and trucks in the world and, unlike the latter, are on a steep upward trajectory even though the cement content of concrete has already been reduced to about one-half during the last four decades. Efforts are being made to modify cement and its production (e.g., by calcined clay), but no major breakthrough is yet in sight. One aspect, though, has not even received sufficient attention—the causes of inadequate durability.

Although the lifetimes of major structures such as bridges are supposed to be at least a century, major repairs or replacements are nowadays necessary within 20 to 40 years; likewise for pavements. If the lifetimes could be doubled, the demand for cement would drop significantly in the long run. What is the cause of insufficient durability? In most cases, it is various types of corrosion or degradation processes. But it must be noted that virtually all these processes (even ASR) get triggered by excessive cracking or fracture, leading to the ingress of water and corrosive agents. No cracking—no corrosion.

Misprediction of long term creep and shrinkage—a problem of extrapolation in time as well as size—is one obvious frequent cause of excessive distributed cracking and localized fracture. But it is generally overlooked that both excessive and insufficient safety factors—a problem of probability extrapolation—are, too.

As sketched in Fig. 9e, only a few concrete structures happen to have the correct safety, providing failure probability 10$^{-6}$. The spectrum of all concrete structures includes those with insufficient overall safety factors and others with excessive ones. Note that both lead to wasteful use of concrete, and thus both increase CO$_2$ emissions. When the safety factor is too high, too much concrete is used. This leads not only to a financial loss but also to increase of CO$_2$ emissions. When it is too low, cracking likely develops, shortening the lifetime, which in turn increases the demand for concrete, and thus the CO$_2$ imprint, in the long run.
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