Dissipation mechanisms of crack-parallel stress effects on fracture process zone in concrete
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A B S T R A C T

The effect of crack-parallel stresses on the fracture properties of quasi-brittle materials has recently received significant attention in the fracture mechanics community. A new experiment, the so-called gap test, was developed to reveal this effect. While the finite element crack band model (CBM) with the physically realistic Microplane damage model M7 was quite successful in capturing the damage and fracture during the gap test, some questions remain, particularly the near doubling of the fracture energy at moderate crack parallel compression, which was underestimated by about 30%. Presented here is an in-depth meso-mechanical investigation of energy dissipation mechanisms in the Fracture Process Zone (FPZ) during the gap test of concrete, an archetypal quasi-brittle material. The Lattice Discrete Particle Model (LDPM) is here used to simulate the quasi-brittle material at the mesoscale, which is the length scale of major heterogeneities. The LDPM can capture accurately the frictional sliding, mixed-mode fracture, and FPZ development. The model parameters characterizing the given mix design are first calibrated by standard laboratory tests, namely the hydrostatic, unconfined compression, and four-point bending (4PB) tests. The experimental data used characteristic of the given mix design are calibrated by the Brazilian split-cylinder tests and by gap tests of different sizes with and without crack-parallel stresses. The results show that crack-parallel stresses affect not only the length but also the width of the FPZ. It is found that the energy dissipation portion under crack-parallel compression is significantly larger than it is under tension, which is caused by micro-scale frictional shear slips, as intuitively suggested in previous work. For large compressive stresses, the failure mode changes to inclined compression-shear bands consisting of axial splitting microcracks. Several complications experienced in the numerical modeling of gap tests are also discussed, and the solutions provided.

1. Introduction

In fracture mechanics of quasi-brittle materials, the effect of crack-parallel stresses has rarely been discussed and, prior to 2020, not even tested and quantitatively analyzed. Nevertheless, since the later 1960s, it has been clear that stress triaxiality in the fracture process zone (FPZ) ought to play some role. Clough (1962) and Clough and Wilson (1962) introduced the interelement line cracks
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in his epoch-making 1962 analysis of cracks observed in Norfolk Dam (using finite elements of a continuum which he was the first to derive in 1960 Clough (1960), variationally). Ngo and Scordelis in 1967 (Ngo and Scordelis, 1967) used the interelement cracks in their analysis of cracking in beams. The fracture mechanics concepts were not used in these early studies.

Rashid, in 1968 (Rashid, 1968), analyzing a concrete nuclear reactor vessel, introduced into FE analysis the smeared fracturing characterized by a triaxial constitutive law with a sudden stress drop, while Scanlon introduced in 1971 the gradual postpeak softening (Scanlon, 1971). Most nuclear, dam and other structures designed by FE in the 1960s and 1970s are still in service.

The smeared cracking concept inevitably ignited debate about the importance of stress triaxiality in the FPZ at the fracture front. In 1976 it was shown (Bažant, 1976) that a constitutive law with postpeak softening requires a finite material characteristic length $l_0$ as a strain localization limiter in the sense of smallest admissible constant strain finite element, i.e., a nonlocal continuum concept. In 1979, the blunt crack model with sudden stress drop in the FPZ (Bažant and Cedolin, 1979) and in 1983 (Bažant and Oh, 1983) the crack band model with progressive softening eliminated the spurious dependence on the FE size and made the triaxial smeared fracture model objective. Many other studies also addressed these problems, e.g., Huynh et al. (2019), Pijaudier-Cabot et al. (2022), Bažant and Planas (2019), Di Luzio et al. (2004), Barenblatt (1959) and Hillerborg et al. (1976).

The stress triaxiality in this smeared crack band invited the question of whether the crack-parallel normal stress may play some role. An attempt to check it experimentally was made in 1995 in Vienna by Tschegg et al. (1995). It showed that some effect existed, but the test was difficult to evaluate unambiguously because the crack parallel stress was varying during fracture growth, the compression stress field was nonuniform, with maxima farther away from the crack tip, and the setup was statically indeterminate, requiring an assumption of a realistic constitutive law and data fitting via FE simulations. Besides, a sophisticated experimental setup was needed. So, no quantitative conclusion was drawn. These obstacles were overcome by the emergence in 2020 of the gap test (Nguyen et al., 2020b,a; Brockmann and Salviato, 2022; Bažant et al., 2022b,a).

Why has the problem of crack-parallel stress remained dormant for such a long time? Doubtless for two reasons: (1) All the standard fracture specimens have a negligible crack parallel stress, so nothing can be detected, and (2) A lack of interest due to the fact that line crack models, such as Griffith’s (LEFM) and cohesive crack model (CCM) (Barenblatt, 1959) (renamed by Hillerborg et al., 1976; Hillerborg, 1983 as the fictitious crack model), cannot capture it. Indeed, if the crack is really a line (or a plane in 3D), the crack parallel stress could have no effect on propagation. But a crack is never a line or a plane. This is clear for concrete. But even in polycrystalline metals, the crack front cannot be narrower than the size of the crystal, about 1 micrometer, and it does matter (Nguyen et al., 2021; Bažant et al., 2022c). In atomistically perfect cracks, as in graphene, the positions of the atoms on the side of the crack must be disturbed (or else the surface energy could not exist), and this must again cause sensitivity to crack-parallel stresses.

The gap test (Nguyen et al., 2020b,a; Brockmann and Salviato, 2022; Bažant et al., 2022b,a) recently emerged to provide new insights on the effect of crack-parallel stresses. It showed that crack-parallel stresses substantially affect the fracture properties of quasi-brittle materials.

It became clear that any change in the FPZ size, either FPZ width or length or both, leads to a specific change in fracture properties. Therefore, understanding how the size of the FPZ changes and how the energy is dissipated within the FPZ corresponding to different crack-parallel stress levels is essential to clarify the difference in fracture properties caused by crack-parallel stresses. However, it is challenging for experimental techniques to characterize the FPZ directly. Hence, state-of-the-art numerical models must be employed to study the complex interacting microscopic processes and their relation to macroscopic behavior when crack-parallel stresses exist.

A few FE continuum models can, to various extent, capture the changes in the fracture properties due to changes in the FPZ. The crack band model (CBM) (Bažant and Oh, 1983) underestimates the crack-parallel stress effect by only about 30%, which is due to fixed crack front width. The smeared crack model (SCM) (Jirásek, 2011) is another example. These two models with a tensorial softening damage constitutive law can capture the tensile microcracking in the FPZ and the effect of the lateral expansion of the FPZ caused by crack-parallel stresses (Bažant, 2002b; Ožbolt, 1996). When performing modeling, the classical CBM (Bažant and Oh, 1983) requires either a random mesh or adaptive mesh procedures, to remove mesh orientation bias. This is, however, avoided by the 2023 smooth crack band model (sCBM) (Zhang and Bažant, 2023) in which a limitation of maximum possible second gradient (or curvature) of the displacement vector field is used to resolve the distribution of damage across the material characteristic length and across the crack band, and simulate width changes of the crack front. The SCM has issues related to mesh sensitivity, which can be prohibitive from a computational cost point of view.

To overcome these challenges, the Lattice Discrete Particle Model (LDPM), which accounts for material heterogeneity at the length scale of coarse aggregate pieces, is here preferred for demonstrating and explaining the effects of crack-parallel stresses on the fracture behavior of quasi-brittle materials. The LDPM can simulate the mesoscale response of concrete, including cohesive fracturing, strain softening in tension, strain hardening in compression, material compaction due to pore collapse, and frictional slip (Cusatis et al., 2011b,a).

This study uses the LDPM in conjunction with the experimental data on gap test (Nguyen et al., 2020a). The LDPM material parameters were first calibrated using experimental data from the hydrostatic tests, uniaxial unconfined compression tests, and fracture tests. The hydrostatic tests, which are specifically required when considering crack-parallel stresses, are not routinely performed. However, the present experiments (Nguyen et al., 2020a) did not include this test. Therefore, additional experimental data (Green and Swanson, 1973), obtained from the hydrostatic tests for similar concrete mix design, elastic modulus and Poisson’s ratio, were used to identify parameters relevant to the volumetric compression behavior. After careful parameter identification, LDPM was utilized to predict the size-effect tests under different crack-parallel stress levels and Brazilian tests. Finally, the fracture propagation, fracture parameters, FPZ evolution, and distribution of energy dissipation due to damage under different crack-parallel stresses were investigated.
2. Background

2.1. Gap test

As stated above, although suspicions of crack-parallel compression effects on the fracture behavior of quasi-brittle materials have existed since the work of Tschegg and coworkers (Tschegg et al., 1995), this phenomenon remained obscure due to the difficulty of reproducing such a loading experimentally.

To address this challenge, a simple and accurate experimental set-up named as gap test was recently designed (Nguyen et al., 2020b,a). Fig. 1(a) shows the experimental set-up for the gap test. It involves compressible pads with nearly perfect plastic yielding to generate a crack parallel stress and rigid supports at beam ends with a gap set so that the pads yield before a bending moment is induced by the rigid supports. Fig. 1(b) depicts the representative deformation process.

The test can be divided into four stages. The plastic pads deform elastically in the first stage and yield in the second stage, which is a statically determinate situation. In the third stage, rigid supports start to produce a bending moment while the yield force in plastic pads remains constant as if it were a gravity load, and so the situation is again statically determinate. Finally, fracture occurs, and the load value returns to the plastic pad yielding load. The measured response of the plastic pad used later to define the constitutive equations of plastic pads in the numerical model is shown in Fig. 1(c). An important advantage of the gap test is that upon closing the gaps, the test setup switches from one statically determinate situation to another. This greatly simplifies the test evaluation and makes it unambiguous.

The load–displacement curve of the beam is illustrated in Fig. 1(d) and illustrates the aforementioned mechanism. The corresponding load-CTOD (crack tip opening displacement) curve of the beam under crack-parallel compression is shown in Fig. 1(e). The total fracture energy (\(G_F\)) can finally be calculated from the load–displacement response up to a large enough value of CTOD through the work-of-fracture method (Bazant and Planas, 2019), and the initial fracture energy (\(G_I\)) can be calculated by the size effect method, based on testing specimens of different sizes (Bažant and Kazemi, 1991; Cusatis and Cedolin, 2007; Cusatis and Schaufert, 2009).

The experimental setup of the gap test was numerically replicated in this study as closely as possible, as shown later on. Before introducing the gap test simulations, we first summarize the LDPM formulation.
2.2. LDPM formulation

LDPM is a culmination of several decades of research. Its earliest predecessor is the 1987 model of Zubelewicz and Bažant; see Figure 2 in Zubelewicz and Bažant (1987). This was a two-dimensional (2D) model of contacting rigid polygonal particles generated not randomly but according to a photograph of the surface of a cut of concrete. The surface contacts were characterized by simple 2D stress–strain relations for normal and shear interactions and failure. The simulations of a notched specimen produced a wide curve of damage band and pictures of distributed damage. But because of its oversimplifications, the model could not reproduce fracture and damage experiments. Attention then turned to truss-type damage models, which eventually proved to be totally inadequate.

A random rigid-jointed frame-type lattice (Schlangen and Van Mier, 1992), whose beams resisted bending, led to significant but insufficient improvement in distributed fracturing modeling. It was realized that the improved lattice performance was due not to the beam bending, which made no sense physically, but to shear, namely the fact that the lattice connections transmitted shear and that the joints, or particles, had a rotational degree of freedom. So the bar lattices were abandoned, and the 1986 idea was resurrected, but in three dimensions and with a much more realistic 3D contact stress–strain relation with softening patterned after the successful microplane model M4 (Bažant et al., 2000). This led to the initial version of LDPM—at the time called the confinement-shear lattice (CSL) model—by Cusatis (2001). In the subsequent research (Cusatis et al., 2003a,b), the LDPM was gradually refined and generalized to its present powerful version (Cusatis et al., 2011b,a). Over the years, this model has been used to simulate fracture and size-effect (Pathirage et al., 2023a; Mercuri et al., 2023), behavior under cycling loading (Zhu et al., 2022), or other granular quasi-brittle materials such as mortar (Pathirage et al., 2019b; Han et al., 2020), fiber-reinforced concrete, and engineered cementitious composites (Schauffert and Cusatis, 2011; Rezakhani et al., 2021; Feng et al., 2022), unreinforced and reinforced stone masonry (Mercuri et al., 2020; Angiolilli et al., 2020, 2021; Mercuri et al., 2022, 2021), and shale (Li et al., 2017). LDPM was also coupled to multi-physics models describing cement hydration from microscale simulations (Pathirage et al., 2019a), heat transfer and moisture diffusion, alkali-silica reaction, creep, aging (Yang et al., 2021, 2022; Pathirage et al., 2023b), and more recently self-healing in concrete (Cibelli et al., 2022).

The LDPM simulates the fracture behavior of concrete at the length scale of major material heterogeneity (mineral aggregate particles). The geometrical representation of concrete mesostructure within the volume of interest is first constructed by randomly generating spherical particles based on the given cement content, water-to-cement ratio, aggregate-to-cement ratio, maximum aggregate size, and minimum simulated aggregate size (defining the resolution of the model), as shown in Fig. 2(a). Polyhedral cells (see Fig. 2(b)) are then created through a three-dimensional domain tessellation (Hang, 2015). These polyhedral cells interact by contacting triangular facets on the exterior of the polyhedral cells (see Fig. 2(c)). Discrete compatibility and constitutive equations explained in the following are finally defined on the facets (Cusatis et al., 2011b,a).

The facet strains are described (similarly to the microplane model by Cusatis and Zhou, 2014; Lale et al., 2017) as follows:

$$
\varepsilon_N = \frac{n^T [u_c]}{l} ; \quad \varepsilon_M = \frac{m^T [u_c]}{l} ; \quad \varepsilon_L = \frac{l^T [u_c]}{l}.
$$

where \( n \) is a unit vector normal to the projected facet (Cusatis et al., 2011b), \( m \) and \( l \) are unit vectors of two mutually orthogonal components on the facets, \( [u_c] \) is the displacement jump between the facets in the interface of two neighboring aggregate particles, and \( l \) is the length of the tetrahedron edge at the facet. In the elastic regime, the facet stress tractions are computed as:

$$
t_N = E_N \varepsilon_N , \quad t_M = E_T \varepsilon_M , \quad t_L = E_T \varepsilon_L \tag{2}
$$

where \( E_N \) is the normal modulus and \( E_T \) is the shear modulus, which is equal to a shear-normal coupling parameter, \( a \), multiplied by \( E_N \). The normal modulus and shear-normal coupling parameters are related to the macroscopic elastic modulus and Poisson’s ratio (Cusatis et al., 2011b).

Beyond the elastic limit, the damage (or fracturing) behavior for normal strains \( \varepsilon_N > 0 \) under tension or tension with shear is characterized in terms of the effective strain, \( \varepsilon = [\varepsilon_N^2 + a(\varepsilon_M^2 + \varepsilon_L^2)]^{1/2} \), and the effective stress, \( t = [t_N^2 + (t_M^2 + t_L^2)/a^2]^{1/2} \). Based on the effective stresses and strains, the normal and shear stresses are then derived (Cusatis, 2001) as: \( t_N = t_N \varepsilon_N / \varepsilon_N \), \( t_M = a t_M \varepsilon_N / \varepsilon_N \), and \( t_L = a t_L \varepsilon_N / \varepsilon_N \). The effective stress \( t \) is incrementally elastic, defined as \( t = E_N \varepsilon \), and is limited by a strain-dependent boundary given by \( 0 \leq \varepsilon \leq \sigma_0(\varepsilon, \omega) \) in which

$$
\sigma_b(\varepsilon, \omega) = \sigma_0(\omega) \exp \left[ -H_0(\omega) \frac{\varepsilon - \varepsilon_0(\omega)}{\sigma_0(\omega)} \right] \tag{3}
$$

Fig. 2. LDPM internal geometry: (a) Particle placement; (b) LDPM cells; (c) Polyhedral cell around a coarse aggregate.
Here \((x) = \max(x,0)\), \(\omega\) is defined as \(\tan(\omega) = (e_N)/(\sqrt{\dot{\varepsilon_F}}) = (t_N/\sqrt{\dot{\varepsilon_F}})/(t_F)\) where \(\varepsilon_F\) is the total shear strain \(e_F = (e_F^M + e_F^\perp)^{\frac{1}{2}}\), and \(t_F\) is the total shear stress \(t_F = (r_F^M + r_F^\perp)^{\frac{1}{2}}\). Additionally, the maximum effective strain is a time-dependent variable that is defined as \(e_{\text{max}}(t) = \left[ e_{X_{\text{max}}}(t) + a_0 e_{X_{\text{max}}}(t) \right] \) where \(e_{X_{\text{max}}}(t) = \max_{t < c_l}(e_X(t))\) and \(e_{X_{\text{max}}}(t) = \max_{t < c_l}(e_X(t))\). The strength limit representing a smooth transition between pure tension and pure shear is given by:

\[
\sigma_0(\omega) = \sigma_t - \sin(\omega) + \frac{4a_0 \cos^2(\omega)/(r_F^\perp)^{\frac{1}{2}}}{2a_0 \cos^2(\omega)/(r_F^\perp)^{\frac{1}{2}}}
\]

where \(r_F = \sigma_t/\sigma_n\) is the ratio of shear strength \(\sigma_t\) to tensile strength \(\sigma_n\). When the maximum effective strain reaches its elastic limit, the effective softening modulus \(H_{t}\) is defined as \(H_{t} = H/\omega_{\text{d}} + (H - H_{t}/\omega_{\text{d}})/(2a_0/\sqrt{\dot{\varepsilon_F}})\), in which \(H = 2E_0/(l/l - 1)\), \(H_{t} = r_F E_0\) and \(\omega_{\text{d}}\) is the softening exponent, controls the post-peak softening modulus. The tensile characteristic length is calculated as \(l = 2E_0G_i/\sigma_t^2\).

For compressive loading \((\varepsilon_N < 0)\), strain hardening plasticity is assumed, and the normal stress is limited by a strain-dependent stress boundary, \(-\sigma_{\text{bd}}(\varepsilon_F, \varepsilon_n) < \varepsilon_n < 0\), in which \(\varepsilon_n\) is the volumetric strain, and \(\varepsilon_D\) is the deviatoric strain. The evolution of stress-dependent stress boundary simulates the evolution of pore collapse, compaction, and re-hardening:

\[
\sigma_{\text{bd}} = \begin{cases} \sigma_n, & \text{if } \varepsilon_D \leq 0 \\ \sigma_n + (\varepsilon_D - \varepsilon_n) H_{t}(r_D(I)), & \text{if } 0 < \varepsilon_D \leq \varepsilon_n \\ -\varepsilon_D, & \text{if } \varepsilon_D > \varepsilon_n \end{cases}
\]

where \(r_D = |1|/|\varepsilon_D|\) for \(\varepsilon_D > 0\) and \(r_D = -|1|/|\varepsilon_D|\) for \(\varepsilon_D \leq 0\) in which \(\varepsilon_n = \kappa_2 \varepsilon_0 + \varepsilon_D = \sigma_{\text{bd}}/E_0\) is the volumetric strain at the onset of pore collapse; \(\sigma_{\text{bd}}\) is the mesoscale yielding compressive stress; \(\varepsilon_0 = \kappa_2 \varepsilon_n\) is the strain at which the rehardening starts; and \(\varepsilon_0\) and \(\kappa_2\) are material parameters. \(\sigma_{\text{bd}}(r_D, I) = \sigma_0 + (\kappa_1 - \varepsilon_0) H_{t}(r_D(I))\) in which \(H_{t}(r_D(I))\) is defined as \(H_{t}(r_D(I)) = H_{t}(r_D(I)/1 + (1 + \kappa_2(r_D(I) - \kappa_2)))\) where \(H_{t}\), \(H_{t}\), \(\kappa_1\), \(\kappa_2\), and \(\kappa_3\) are material parameters. In the presence of compressive stresses, frictional effects lead to an increase in the shear strength, which is described by a nonlinear Mohr–Coulomb model in which the internal friction coefficient decreases from an initial value \(\mu_0 = 0\). This is formulated as \(\sigma_{\text{bd}} = \sigma_s + \mu_0 \sigma_{\text{N}}(1 - \exp(\sigma_{\text{N}}/\sigma_{\text{N}}))\) where \(\sigma_s\) is the cohesion, and \(\sigma_{\text{N}}\) is the frictional stress.

For a correct prediction of the gap test response, the following model parameters need to be carefully identified: (1) \(E_0\) and \(a\) that govern the elastic behavior; (2) \(\sigma_0, H_{0}\), \(E_0\), and \(\kappa_{\text{c}}\) that govern compression under confinement (identified by fitting a hydrostatic test); and, finally, (3) \(\sigma_{\text{bd}}, G_i, \sigma_t\) that govern tensile/shear softening behaviors (identified by fitting tensile fracture tests and unconfined compression tests). The quantification of the influence of these material parameters corresponding to different experimental tests can be found in Ref. Lyu et al. (2023).

2.3. Experimental data and LDPM simulations

2.3.1. Description of Nguyen et al.’s experiments

In the experimental program of Nguyen et al. (2020a, b), the concrete mix had cement content \(c = 338.168 \text{ kg/m}^3\), water-to-cement ratio \(w/c = 0.45\), and maximum aggregate diameter \(d_a = 18 \text{ mm}\). To characterize the material, standard unconfined compression tests on prisms of dimensions \(76.2 \times 76.2 \times 152.4 \text{ mm}^3\) were performed, along with Brazilian splitting tests on cylinders of diameter \(101.6 \text{ mm}\) and length \(203.2 \text{ mm}\), and four-point bending (4PB) tests. The gap tests were carried out for different crack-parallel notch-to-depth ratio of 0.3. All the beams had 3-mm-wide notches. The beam depths were 101.6 mm (small), 203.2 mm (medium), and 406.4 mm (large), and the width was 101.6 mm for all sizes. The elastic-plastic pads had three depths for the three different specimen sizes,\(25.4, 50.8,\) and \(101.6 \text{ mm}\). The width was equal to the width of the specimen (101.6 mm).

The identification of \(\sigma_0, H_{0}/E_0\), and \(\kappa_{\text{c}}\) required hydrostatic compression test data. However, the original experimental work (Nguyen et al., 2020a) did not include hydrostatic tests. Therefore, experimental data on similar concretes were taken from the literature to obtain a set of material data sufficient for parameter identification. For this purpose, the data on hydrostatic tests on cylinders (65.58 mm diameter \(\times 131.1 \text{ mm}\) length) reported by Green and Swanson (1973) were chosen because the mix design and compressive strength were similar to the ones used in the gap tests (Nguyen et al., 2020a). However, the elastic properties in Ref. Green and Swanson (1973) differed from those in Nguyen et al. (2020a).

Hence, the hydrostatic stress–strain curve was corrected as follows. If one defines \(\varepsilon_{\text{v}}^\text{true}, \sigma_{\text{v}}^\text{true}, \) and \(\kappa_{\text{v}}\) as the desired volumetric strain, volumetric stress, and the volumetric modulus of the \(\varepsilon_{\text{v}}^\text{true} \) vs. \(\sigma_{\text{v}}^\text{true}\) curve, the desired volumetric strain can then be calculated as \(\varepsilon_{\text{v}}^\text{true} = \varepsilon_{\text{v}}^0 - a_0^\text{v} / k_{\text{b}}^\text{v} + a_0^\text{v} / k_{\text{c}}\) and \(\sigma_{\text{v}}^\text{true} = \sigma_{\text{v}}^0\), where \(\varepsilon_{\text{v}}^0, \sigma_{\text{v}}^0,\) and \(k_{\text{v}}\) are, respectively, the volumetric strain, volumetric stress, and the volumetric modulus of the experimental data in Ref. Green and Swanson (1973).

2.3.2. Modeling details

The LDPM mesostructure was constructed using the given experimental mix design, Fuller coefficient \(n_F = 0.5\), and the minimum aggregate size, \(d_a = 5 \text{ mm}\). LDPM simulations of hydrostatic tests, uniaxial compression tests, 4PB tests, Brazilian splitting tests, and gap tests were conducted. The 4PB tests were simulated by using LDPM in the central portion of the specimens and elastic 8-node brick finite elements for the other parts of the model.

Hydrostatic test: Fig. 3(a) shows the schematic configuration of the hydrostatic test. A surface-based contact was utilized to simulate the interfaces, viz., the interface between the loading platen and concrete cylinder and the interface between the steel
Concerning the contact properties, a “hard” contact option for “pressure-over closure” was utilized for the normal contact behavior (Manual, 2012). This aimed to avoid the penetration of the secondary surface into the primary surface at the constraint locations and the transfer of tensile stress across the interface. The classical Coulomb friction law with a friction coefficient of $\mu = 0.13$ defined the tangential contact behavior.

**Uniaxial compression test:** Fig. 3(b) shows the uniaxial compression test. Similar to the hydrostatic test, the surface-based contact simulating the interfaces and “hard” contact defining the normal contact behavior were still utilized. However, the static and dynamic friction parameters described in Ref. Cusatis et al. (2011a) were used for simulating frictional effects between steel loading platens and concrete specimen ends.

**Brazilian splitting test:** For the Brazilian test, Fig. 3(c), the same contact properties as in hydrostatic tests were used to define the interfaces.

**4PB test:** For the 4PB test shown in Fig. 3(d), a kinematic coupling was used to link the degrees of freedom (DOFs) of two endpoints of the loading beam with two reference points in fixture 1 and fixture 2, respectively, so that these two reference points shared the same displacement with the middle point of the beam. It should be pointed out that the loading beam was considered rigid. Additionally, the nodes at the middle line of the top surface of fixtures 1 and 2 were paired with reference points in them, respectively, to define constraint equations such that the paired nodes shared the same displacement and rotation. The bottom surfaces of fixtures 1 and 2 were tied to the top surface of the concrete beam instead of applying contact interactions between the surfaces. In the tie constraints, each node on the secondary surface (concrete beam) was constrained to have the same displacement as the corresponding points on the primary surfaces (fixture 1 and fixture 2). Additionally, since the damage was expected to appear near the tip of the notch, only a certain width of the central portion of the specimens (200 mm, 400 mm, and 800 mm for the small, medium, and large beam, respectively) was used for LDPM to save computational cost. The lateral portions were connected to the LDPM region through the tie constraint. The side cracking was avoided by tying a 2 mm thick laminate layer to the bottom surface of the concrete beam since, in the experiment, such a layer was glued to the bottom surface of the concrete beams. For the interfaces between the concrete beam and support 1 and between the concrete beam and support 2, the same contact properties as that described for the hydrostatic test were used.

**Compressive failure test:** To compute the crack-parallel stress level ($\sigma_C$) that causes compressive failure, the setup illustrated in Fig. 3(e) was simulated. The pads were defined as a linear elastic material so as to ensure that concrete failure occurred before the
yielding of the pads. The pad's elastic properties were obtained from the compression tests of the pads. Compared with the 4PB test setup in Fig. 3(d), one can point out that two pads are added to the setup while removing the two steel supports at the bottom. The pad and concrete beam interface were fully bonded together through the tie constraint.

Gap test: Fig. 3(f) shows the whole setup of the gap test. As mentioned, two steel supports were added to the setup while leaving a gap between the support and concrete beam compared with Fig. 3(e). A general contact algorithm available in typical FEA software (Manual, 2012) was used to model the support and concrete beam interfaces. When general contact is used, many contact pairs can be defined simultaneously, and the contact region is not necessarily continuous as in the case of surface-to-surface contact. The hard contact option, in which the contact constraint begins to work when the clearance between the two surfaces becomes zero, was used for the normal behavior, and the penalty with a small friction coefficient of 0.003 was used for the tangential behavior. The nearly perfect plastic properties of the pads were defined based on experiments.

To make the gap test simulations replicate the exact experimental conditions as closely as possible, one needs to pay attention to several details in the modeling process. First, all the parts except the part simulated by LDPM should be meshed using elements with full integration since reduced integration using a lesser number of Gaussian coordinates for solving the integral always led to instability of the simulations. Second, a mesh convergence study was performed for different mesh sizes for the plastic pads. It was found that refining the mesh of the plastic pads so as to have at least six elements through its thickness was optimal in terms of computing time and accuracy. Third, the kinematic coupling instead of a tie constraint was used when linking the DOFs of the two endpoints of the rigid loading beam with two reference points in fixture 1 and fixture 2, respectively. The reason was that a coupling aimed to provide a constraint between a reference node and the nodes on a surface works well, especially when a group of coupling nodes is constrained to the motion of a single node. Next, only the nodes at the middle line of the top surfaces of fixture 1 and fixture 2, instead of the nodes on the entire surface, shared the same displacement and rotation with their two reference points, respectively. Finally, it is known that instabilities may appear when discontinuous stiffness changes due to the nature of contact defined by normal and tangential behaviors. A tie constraint was used to attach the plastic pads to the laminate and tie the concrete beam to the fixtures to avoid this instability. The corresponding boundary conditions were applied to define only the movement of plastic pads and fixtures along the y-direction instead of defining all their DOFs.

3. Identification of model parameters and model predictions

3.1. LDPM parameters calibration

The material parameters that define the elastic behavior, hydrostatic compression behavior, softening tensile fracturing behavior, and macroscopic behavior in compression (σ_s0, H_c0, κ_s0, σ_r, G_t, σ_f) were identified from a combination of the hydrostatic test, unconfined compression test, and fracture test. The relative accuracy of the set of material parameters was visually assessed by fitting simulation results to the experimental response curves. Additionally, it should be pointed out that the remaining parameters were identified in previous works (Cusatis et al., 2011a; Alnagar et al., 2013) and that they do not change significantly for standard concrete mixes: n_s = 0.2, r_s = 0, κ_s = 1, κ_t = 5, κ_r = 0.1, μ_0 = 0.2, σ_N0 = 600 MPa, H_c1/E_0 = 0.1, and E_d/E_0 = 1. The procedure to calibrate the relevant parameters is provided below.

First, E_0 = 31056 MPa and α = 0.25 were computed using the elastic response from uni-axial compression tests. Next, the volumetric stress-strain curve for the hydrostatic test was considered to identify parameters related to hydrostatic compression. The parameters of interest here were κ_s0, H_c0/E_N1, and σ_s0. The following values were obtained: σ_s0 = 60 MPa, H_c0/E_0 = 0.15, κ_s0 = 4.5. Fig. 4(a) shows the comparison between the experimental and numerical volumetric stress–strain data. In this case, the gray line represents the experimental curve, and the black line represents the average response from three random spatial distributions of particles. It can be seen that the numerical response obtained by the identified parameters matches well the experimental data.
3.2. LDPM predictions

The calibrated model was used to predict and compare the responses in the Brazilian tests, compressive failure tests, and fracture tests with different crack-parallel stress levels.

3.2.1. Splitting tensile and compressive failure tests

The value of the predicted splitting tensile strength was compared with the experimental one, and the relative error was about 1%.

Before analyzing the gap tests, the value of crack-parallel stress \( \sigma_C \) that causes compressive failure in the setup shown in Fig. 3(e) must be determined for comparison. Fig. 5(a) compares the value of \( \sigma_C \). Excellent agreement between the experimental and numerical results is seen in the figure. The error bars in the figure represent the range from the minimum to the maximum response.

3.2.2. Fracture tests with crack-parallel stresses

Next, the peak loads measured on these specimens at 0.4\( \sigma_C \) and 0.9\( \sigma_C \) reported experimentally were compared with the LDPM simulations. The results are shown in Fig. 5(b) and (c). One can observe that the peaks from LDPM predictions are in good agreement with the experimental results. Note that thanks to using the size effect method (Shah, 1990; Bažant et al., 2021), only the peak load of specimens of various sizes had to be measured to characterize the initial fracture energy \( G_f \) of the material. Additionally, for the same reason, the experiments did not have to be, and were not, properly stabilized to observe the post-peak as seen in Fig. 6. Fig. 6 shows the load/CTOD (crack tip opening displacement) comparisons for different specimens with different levels of crack-parallel stress. As noted, some experimental data for the load-CTOD curves are unavailable, so only the peak was provided.

4. Results and discussion

4.1. Effects of crack-parallel stress on \( G_f \) and \( c_f \)

According to Bažant’s size-effect law (SEL), the relation between \( 1/\sigma_N^2 \) and \( D \) can be written as:

\[
\frac{1}{\sigma_N^2} = \frac{g(a_0)}{E G_f} D + \frac{g'(a_0)}{E G_f} c_f
\]

where \( \sigma_N = P/bD \), \( P \) is the peak load, \( b \) is the beam thickness, \( D \) is the beam depth, \( E \) is the elastic modulus, \( G_f \) is the initial fracture energy, \( c_f \) is the critical effective crack extension, \( g(a_0) \) represents the non-dimensional energy release rate, and \( g'(a_0) \) is the
derivative of \( g(a_0) \) at \( a_0 = \) notch depth/beam depth \((\text{Bažant and Planas}, 2019)\). For the present geometry, the non-dimensional energy release rate is:

\[
g(a_0) = \left(1.1682(2h - s)\sqrt{\pi a/8\beta^2}\right)\left[5 - 10a/3 + a^2 + 40a^2(1-a)^6 + 3\exp\left(-6.134a/1-a\right)\right]^{2}
\]

in which \( h = L/D \), \( s = S/D \), and \( \beta = 1 - a_0 \). In the above equations, \( L \) represents the half-span length between the supports, and \( S \) represents the distance between the two center-span loads \((\text{Nguyen et al.}, 2020a)\). Hence, plotting \( 1/\sigma_C^2 \) vs. \( D \), one may compute slope \( A \) and intercept \( C \) of the corresponding linear regression. The fracture energy, \( G_f \), and the critical effective crack extension, \( c_f \), can then be calculated from the slope \( A \) and intercept \( C \) of the linear regression plot using the following equations \((\text{Gettu et al.}, 1998; \text{Ince}, 2010; \text{Cedolin and Cusatis}, 2007; \text{Bažant}, 1999)\):

\[
G_f = \frac{g(a_0)}{AE} \quad \text{and} \quad c_f = \frac{Cg(a_0)}{Ag'(a_0)}
\]

Fig. 7(a)–(c) show the size effect curves for crack-parallel stresses \( \sigma_{xx} = 0 \), \( 0.4\sigma_C \), and \( 0.9\sigma_C \). The black dots and lines represent the computed values and the size-effect law, respectively, whereas the gray color shows experimental results. For the unconfined and medium confinement cases, the experimental data points and LDPM data points are almost exactly aligned on a straight line. This is consistent with the SEL. For confinement of \( 0.9\sigma_C \), the deviation from the linearity is significant. This is the first indication that the fracture mechanisms at high confinement are different than they are at lower values.

Table 1 shows the calculated values of \( G_f \) and \( c_f \) for both numerical predictions and experiments. It can be observed that \( G_f \) increased to about two times for \( 0.4\sigma_C \) stress, and \( G_f \) decreased by up to 41% for \( 0.9\sigma_C \) stress when compared with those obtained from zero stress both experimentally and numerically. It may immediately be noticed that LDPM gives a closer agreement with the point for \( 0.4\sigma_C \) than does the crack band model (CBM) used in the original gap test study \((\text{Nguyen et al.}, 2020a)\). The reason, anticipated in \(\text{Nguyen et al.} (2020b)\), is that the width of the FPZ in the CBM used in \(\text{Nguyen et al.} (2020a)\) is fixed, while in LDPM it can increase. However, in the new model (completed after the present study), the smooth crack band model (sCBM) \((\text{Zhang and Bažant}, 2023)\) (with sprain energy), the FPZ width can also increase. On that note, it is worth mentioning that the Concrete Damage Plasticity Model 2 (CDPM2) developed by \(\text{Grassi et al.} (2013)\) might be able to capture crack-parallel stress effect thanks.
Fig. 7. Linear regression of size effect method for crack-parallel stress of (a) 0; (b) 0.4\sigma_C; (c) 0.9\sigma_C. The black dots and lines represent the numerical values and the fitting of the size-effect law, respectively, whereas the white color refers to experimental results.

Fig. 8. (a) \( G_f \) as a function of the ratio of \( \sigma_{xx} \) and \( \sigma_C \); (b) \( c_f \) as a function of the ratio of \( \sigma_{xx} \) and \( \sigma_C \).

Table 1

<table>
<thead>
<tr>
<th>Pressure</th>
<th>( G_f ) from experiment (N/m)</th>
<th>( G_f ) from simulation (N/m)</th>
<th>( c_f ) from experiment (mm)</th>
<th>( c_f ) from simulation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>86.3</td>
<td>86.2</td>
<td>20</td>
<td>21.07</td>
</tr>
<tr>
<td>0.4\sigma_C</td>
<td>185</td>
<td>171</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>0.9\sigma_C</td>
<td>53.4</td>
<td>50.5</td>
<td>14.1</td>
<td>11</td>
</tr>
</tbody>
</table>

As confirmed by this study, fracture parameters, \( G_f \) and \( c_f \), are highly dependent on the crack-parallel stress levels, and the opposite trend is seen between moderate and high crack-parallel stress. Based on the above analysis, one can confirm the previous conclusion in Nguyen et al. (2020a,b) that fracture parameters can either increase or decrease according to the crack-parallel stress level. This limits the applicability of standard fracture models with constant fracture energy \( G_f \) (or constant critical \( K_c \)) to situations where crack-parallel stresses are negligible. Such cases are rare in practice (the Liberty Ships fractures in the 1940s were one rare exception).

In view of the finite and varying fracture front width, some scholars might question the use of the SEL. Indeed, the best-known and mathematically cleanest derivation of the SEL is based on deviations from linear elastic fracture mechanics of line cracks caused by a cohesive zone of finite length at the crack tip (Bažant, 1990). Here, by contrast, we consider an FPZ of finite width. But suspecting that this may invalidate the use of SEL would be a misconception. The original derivation of the SEL in 1984 (Bažant, 1984), albeit...
It is due to the transition of mode I fracture to compression splitting fracture. This is analyzed again in detail in the next section.

4.2. Effects of crack-parallel stress on fracture process zone size at peak load

The dissipated energy density, defined as the free energy dissipated per unit volume of material, was post-processed from the LDPM numerical simulations to characterize the FPZ. In LDPM, the rate of dissipated energy density for each facet can be calculated as

\[
\dot{w}_d = 3\bar{a} \left( t_N^M \varepsilon_N^{in} + t_M^M \varepsilon_M^{in} + t_L^L \varepsilon_L^{in} \right)
\]

in which \( \varepsilon_N^{in}, \varepsilon_M^{in}, \) and \( \varepsilon_L^{in} \) correspond to the inelastic strains along orthogonal directions \( M, N, L \) (Pathirage et al., 2023a). To characterize the FPZ, the specimen was then subdivided into a rectangular grid of cells with \( x \) and \( y \)-edge lengths of 5 mm. The energy densities dissipated in these cells were determined by calculating the dissipated energy on all facets located within each grid cell and dividing these energy values by the volume of each cell.

The average dissipated energy density in the \( x \)-direction was obtained by integrating the density in the \( y \)-direction divided by the beam depth. The dissipated energy density along the \( x \)-direction, parallel to the crack, was obtained by integrating the dissipated energy densities along the \( x \)-direction divided by the beam length. Fig. 9 shows the contour plot for different sizes and levels of crack-parallel stress. As seen, the evolution of the FPZ width and length as the specimen size, \( D \), is increased for different levels of crack-parallel stress. The FPZ width and length increase with the increase of the specimen size. This means that, generally, more energy was dissipated for larger sizes. In this case, the FPZ was not fully developed even for the 400 mm depth. When the FPZ develops fully, the spread and density of the dissipated energy should be almost the same for different sizes. Hence, to obtain a fully developed FPZ, beams with a depth larger than 400 mm should have been used.

Comparing the FPZ sizes for different crack-parallel stresses at the same beam depth indicates that the FPZ width and length increase when the pressure is increased from 0 to 0.4\( \sigma_c \). This is due to the propagation of microcracking and frictional micro-slips caused by the increase of static friction as the pressure increases, which builds up a larger FPZ. When the pressure increases from 0.4\( \sigma_c \) to 0.9\( \sigma_c \), the FPZ width still increases at no increase in its length, which is due to interparticle frictional slips on inclined planes after the static friction gets overcome (Bažant et al., 2022b). This softens the damage zone, causing it to expand laterally. This eventually leads to FPZ collapse by axial compression rather than by Mode I fracture, which explains why the Mode I fracture energy decreases towards zero. Doubtless, this is because the increasing crack-parallel compression needs first to overcome static friction and cause slip on the inclined microcracks, and these slips cause the FPZ to expand laterally while the FPZ length remains unaffected (Bažant et al., 2022b).

Fig. 10 shows the normalized FPZ width and length versus the normalized size where \( X = (\varepsilon_0 D) / (\sigma_0 f_t) \) and \( Y \) is the FPZ width or length normalized by \( l_f \), in which \( l_f = 2EG_f / f_t^2 \), \( f_t \) is the tensile strength. Note that the values of \( X \) are in the range in which cohesive crack analysis, too, predicts that the FPZ is not yet fully developed (Cusatis and Schauffert, 2009). The fact that the width and length of the FPZ for 0.9\( \sigma_c \) confinement might seem to contradict the decrease of \( c_f \) has already been explained in the foregoing. It is due to the transition of mode I fracture to compression splitting fracture. This is analyzed again in detail in the next section.

4.3. Dissipation mechanisms in the fracture process zone

Since the crack patterns showed a similar trend for different specimen sizes, only the crack distribution for the medium-size samples is analyzed here. Fig. 11 shows, for the medium-size specimens, the crack evolution from peak to the post-peak with \( \sigma_c = 0, 0.4\sigma_c \) and 0.9\( \sigma_c \). It can be seen that the crack evolves from a single crack band attachment at the notch tip (at zero stress) to one that resembles the occurrence of shear bands (at 0.9\( \sigma_c \)), and higher confinement causes a more significant damage area than that without parallel stress.

Fig. 12(a), (b), and (c) present the normalized dissipated energy for different mechanisms, calculated by normalizing the dissipated energy for different mechanisms relative to the total dissipated energy for the medium-size specimen with different pressures. The dissipated energy was calculated from the increment of the dissipated energy calculated at LDPM facets divided...
Fig. 9. Average dissipated energy density contour plot for different sizes and levels of crack-parallel stress.

Fig. 10. Linear softening: (a) FPZ length at peak load; (b) FPZ width at peak load.
by the volume of the cell containing the corresponding facets. In LDPM, one can distinguish three types of failure mechanisms and associated dissipated energy: the energy dissipated in shear, in tension, and in compression. The rate of energy dissipated in shear is calculated as $\dot{\mathcal{W}}_{\text{shear}} = 3A_l (t_M \varepsilon_M^\text{shear} + t_L \varepsilon_L^\text{shear})$. The rate of energy dissipated in tension is calculated as $\dot{\mathcal{W}}_{\text{tension}} = 3A_l t_N \varepsilon_N^\text{tension}$ for $\varepsilon_N > 0$ whereas the rate of energy dissipated in compression is computed as the rate of the total energy dissipated in the normal direction minus the rate of energy dissipated in tension. From the dissipated energy rate, the total dissipated energy is calculated by integration in time.

The normalized dissipated energy for different failure mechanisms is here plotted for pre-peak, at the peak, and after the peak load. One can observe that the fraction of the energy dissipated under compression is nearly zero when the crack-parallel stresses are 0 and $0.4 \sigma_c$. However, the compression-dissipated energy dominates when the crack-parallel stress reaches $0.9 \sigma_c$. Also, the fraction of the energy dissipated in shear increases with increasing confinement. This demonstrates that the failure mode changes with increasing confinement.
5. Conclusions

The present numerical analysis of gap tests confirms that crack-parallel compression has important effects on the fracture behavior of concrete. The relevant LDPM parameters were first calibrated by the experimental data on compression tests and by 4PB tests. They were then validated by simulating splitting and gap tests with 0, 0.4$\sigma_c$, and 0.9$\sigma_c$ confinement. It can be seen that when identifying LDPM material parameters, a systematic calibration procedure can be devised based on specific experimental tests and failure mechanisms, and the identified material parameters can make remarkable predictions. The following conclusions can be drawn:

1. The value of fracture energy $G_f$ obtained through the size-effect method from the numerical simulations matches the value obtained from the experimental data. $G_f$ strongly depends on the crack-parallel stress. An increasing trend for the moderate crack-parallel stress (0.4$\sigma_c$) and a decreasing trend for high crack-parallel stress (0.9$\sigma_c$) observed experimentally are here confirmed numerically.
2. For both the zero and high crack-parallel stresses, the numerically found value, $c_f$, characterizing the effective fracture process zone width, is in good agreement with the one obtained experimentally. The $c_f$ is slightly underestimated for moderate crack-parallel stress. The classical crack band model (CBM), having a fixed bandwidth, inevitably underestimates it more, but the smooth crack band model (sCBM) just completed can simulate the width increase.
3. The FPZ width and length have been estimated in LDPM by computing the average dissipated energies. The results indicate that the FPZ width and length increase with structural size regardless of the crack-parallel stress level. In other words, unless the FPZ is fully developed, the energy dissipation is size-dependent.
4. Additionally, for a given structure size, the level of crack-parallel stress affects the FPZ size. The FPZ width and length increase with the increase of the magnitude of compressive crack-parallel stress. Up to the moderate levels of crack-parallel compressive stress, this agrees well with the trend of $c_f$. For high levels, the trends disagree which is probably due to the emergence of crack-parallel splitting.
5. For compressive stress higher than 0.5$\sigma_c$, the failure mechanism changes from frictional damage to compression splitting cracks.
6. The relative proportion of the energy dissipated by the various failure mechanisms in the FPZ is the same before the peak, at the peak, and after the peak.
7. Finally, it should be emphasized that numerical models that assume a constant fracture energy or a negligible FPZ width such as LEFM and CCM cannot capture the effects of crack-parallel compression on the fracture behavior of quasi-brittle materials. Yet these effects are ubiquitous in practical design problems (as described in Zhang and Bažant (2023)).
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