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Kapitza conductance of symmetric tilt grain boundaries in graphene
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Non-equilibrium molecular dynamics simulations were employed to study the Kapitza conductance

of symmetric tilt grain boundaries in the monolayer graphene sheet. Both armchair and zig-zag

oriented bicrystal graphene were investigated. The Kapitza conductance of the interface shows

length dependence up to 300 nm, which arises from the fact that long-wavelength phonons allowed

in large-size graphene are able to transmit through the interface contributing to the Kapitza

conductance. The Kapitza conductance exhibits monotonic increase with temperature, opposite to the

trend of thermal conductivity of bulk graphene above room temperature. We found that the Kapitza

conductance is inversely proportional to the number of dislocations per length of grain boundaries.

The facts that the phonon density of states (DOS) shows no difference between the two crystals

separated by the grain boundary and the vibrational DOS of grain boundary region atoms deviates

from that of bulk atoms reveal that the interfacial thermal resistance arises from the structure defects,

causing additional phonon scattering for the mismatched phonon spectrum of defects. The predicted

length-independent Kapitza conductance ranges from 19 to 47 GW/Km2, which is larger than that of

any other interfaces reported in the literature. Finally, theoretical analysis was carried out to explain

why the thermal resistance scales with the number of defects per unit length. VC 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.3692078]

I. INTRODUCTION

Monolayer graphene, a two-dimensional (2D) material,

owing to its unique thermal,1–3 optical,4 electrical,5,6 and me-

chanical properties,7 has opened new avenues in physics ex-

ploration and future technology. Its potential applications

include high-frequency electronic devices,8,9 single molecule

gas detection,10 transparent conducting electrodes,10 compo-

sites,11 and energy storage devices,12 such as super-capacitors

and lithium ion batteries,10 etc. With the broad physical in-

triguing properties and potentials to be able to change conven-

tional technologies in various fields, there is no doubt that

graphene has become a promising candidate for new materials

for future electronic and composite material industry.

Recently, graphene together with carbon nanotubes

(CNTs) has been proposed as thermal interface materials to

dissipate heat along the pathway from the heat source (e.g.,

Si chip) to the heat spreader in NEMS devices.13 It is there-

fore crucial to understand the fundamental thermal transport

physics at the interfaces in this unique material. More

recently, a chemical vapor deposition (CVD) technique has

been developed to grow graphene on metal foils, such as

nickel14,15 and copper.16,17 A natural outcome of this tech-

nique is that the grain boundaries are ubiquitous in large-

area graphene sheets, because each grain in the metallic foil

serves as a nucleation site for individual grains of graphene.

Thus the application of CVD-grown polycrystalline gra-

phene in future nanotechnology demands a full understand-

ing of the structure of grain boundaries and the effect of

grain boundaries on its physical properties. Graphene edges

and point defects, such as vacancies and stone-walls have

been extensively investigated over the past few years.18 It is

anticipated that properties of 2D materials can be strongly

affected by structural irregularities. However, the role of

grain boundaries on the thermal conductivity of polycrystal-

line graphene has not been well-documented yet. In this pa-

per, we address the role of grain boundary (GB) on the

thermal properties of bicrystal graphene consisting of tilt

grain boundaries by employing non-equilibrium molecular

dynamics (MD) simulations. In this study, we limit our focus

to symmetric tilt grain boundaries since asymmetric configu-

rations tend to result in diverging elastic energies.19

As this paper was being prepared, a publication

appeared20 which studied thermal transport behavior in zig-

zag-orientated graphene twin boundaries using MD simula-

tions. In that paper, a reverse non-equilibrium MD

(RNEMD) approach was adopted and the heat flux was

applied by exchanging kinetic energy between two groups of

atoms in different regions of the simulation box every N
(N> 0 and is an integer) steps. The essential physical idea is

the same as the present study: both approaches impose a tem-

perature gradient on the system and measure the response as

the resulting heat flux. They found the boundary conductance

to be in the range 1.5� 1010 to 4.5� 1010 W/Km.2 However,

the mechanistic explanations for the interfacial thermal re-

sistance due to the presence of grain boundaries were not

provided. In the present paper, our major results are the fol-

lowing: (1) We obtained the length independent Kapitza con-

ductance by simulating large enough systems with lengths

from 50 nm to 400 nm. (2) We established the structure-

thermal property relationship by studying a variety of bicrys-

tal configurations including both zig-zag and armchaira)Electronic mail: j-qu@northwestern.edu.
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oriented graphene. (3) Our detailed vibrational density of

state analysis reveals the origin of the interfacial thermal

resistance. (4) The temperature dependence of Kapitza

conductance is also reported.

The paper is arranged as follows: Following this intro-

duction, which presents the background and outlines the

motivations, Sec. II describes the grain boundary structures

and the simulation methodology we used in the simulations.

In Sec. III, the simulation results along with analysis of pho-

non density of state (DOS) are presented. To explain the

results observed, a theoretical analysis based on phonon the

Boltzmann transport equation and the kinetic law of thermal

conductivity is carried out. Finally, the main findings are

summarized together with concluding remarks in Sec. IV.

II. GRAIN BOUNDARY STRUCTURES AND
SIMULATION METHODOLOGY

A. Grain boundary structures

The model system of graphene consists of a square cell

geometry with grain boundary in the middle of the length

direction (X axis). A schematic of the simulation models

mimicking a suspended graphene sheet placed on top of a

trench adopted in the present work is shown in Fig. 1.

The length of graphene in this study varies from 20 to

400 nm. The structures of tilt grain boundaries in zig-zag and

armchair-oriented graphene are shown in Fig. 2 for various

tilt angles. The grain boundaries consist of repeating five-

and seven-membered ring pairs (5–7 pairs) that are separated

by several hexagonal rings. From the picture, one can

observe that in the zig-zag-oriented graphene, the number of

hexagonal rings separating the 5-7 defects decreases as the

misorientation angle increases, with the limit occurring at

21.7� in which only a single hexagonal ring separates the

periodic 5-7 defects. Likewise, in the armchair-oriented gra-

phene, 28.7� is the highest defect density as 5-7 ring pairs

are the only components in the grain boundaries. Therefore,

the trend is clear in the two cases: bicrystals with larger grain

boundary tilt angles contain higher defect densities. The

repeating defect pairs can also be thought of as an array of

edge dislocations with horizontal Burgers vectors where the

five-membered rings represent the extra plane of atoms. To

be specific, the defects can be classified in two categories.

The two types of dislocations, namely (1,0) dislocation, and

(1,0)þ (0,1) dislocation pair are the building blocks in the

two bicrystal graphene, which has been studied by other

groups.21 The configurations of the two types of dislocations

are shown in Fig. 3. These structural irregularities are

thought to be the origin of interfacial thermal resistance and

deserve detailed analysis as will be shown in the next sec-

tion. We believe that dislocation density plays a vital role in

determining the thermal conductivity of bicrystal graphene

as we will present in the next section.

B. Simulation methodology

The essential idea of non-equilibrium MD method is to

impose a temperature gradient by applying a heat flux along

the graphene length direction. Thermal conductivity of gra-

phene can then be obtained from the heat flux and the tem-

perature gradient along the length direction using the well-

known Fourier’s law,

j ¼ � Jx

@T=@x
; (1)

where Jx is the heat flux, and @T=@x is the spatial tempera-

ture gradient.

In our calculations, the atoms at the two ends (2 nm of

length) were chosen to be fixed without movement. The heat

source consisting of 2 nm sitting next to the fixed region was

placed at right-hand end of the simulation cell and the heat

sink of same size was chosen to be next to the left-hand fixed

end of the graphene (see Fig. 1(b)). This way, the model was

intended to simulate the situation that a suspended graphene

sitting over a trench, as the setup in experiment.22 To avoid a

third interface and asymmetric temperature profile across the

boundary as seen in Ref. 20, period boundary condition

(PBC) was not used along the graphene length direction

while PBC was applied in the width direction. The energy

transport algorithm proposed by Jund and Jullien23 was

employed. In this manner, once steady state (i.e., the temper-

ature profile along the length direction does not change with

time) was reached, a constant temperature gradient from the

heat source to heat sink was established. After reaching

steady state, time average of temperature over 100 ps was

used to perform ensemble sampling. Such statistically aver-

aged temperature profile was then used to compute the tem-

perature gradient using the standard linear regression

method. Standard deviation associated with the linear

FIG. 1. (Color online) The non-equilibrium MD simulation model

employed in our study. (a) The top panel is the experimental setup with gra-

phene sitting over a trench as shown in Ref. 15. (b) Top view of the model.

The bicrystal grain boundary is located at the middle along the length direc-

tion. Defected rings are in the gray shadow. Two regions at the two ends are

fixed (black boxes in color version and dark in the black and white version).

The heat source is placed at a region next the right-hand end (blue boxes in

color version and light in the black and white version) and heat sink is at the

simulation cell on the left-hand end. Note that PBC is not used in the length

direction (X) while PBC is used in the width direction (Y) of graphene.

053529-2 A. Cao and J. Qu J. Appl. Phys. 111, 053529 (2012)



regression of the temperature profile was reported in our

results by error bars.

All MD simulations were simulated with the LAMMPS

software package.24 A time step of 0.5 fs was used. The opti-

mized Tersoff potential25 has been demonstrated to have the

best agreement of dispersion curves prediction of graphene

and experimental data of in-plane graphite.26,27 Therefore,

the optimized potential was used in the present study.

Because of the different periodicity along the width

direction for different bicrystal graphene, the same heat flux

Jx ¼ Q=At and same length L were used for fair comparison.

In addition, because of the PBC used along the width direc-

tion of the graphene, we are effectively simulating a gra-

phene sheet of infinite width. We have found that doubling

the width introduces no appreciable difference in the results

once the width is larger than 5 nm. In addition, varying the

length of the temperature-controlled region from 2 nm to

10 nm does not change the results. The graphene cross-

section area is considered to be wh, where w and h are the

width and thickness of the graphene, respectively. Here

h¼ 0.34 nm.

III. SIMULATION RESULTS

A. Temperature profile

A typical temperature profile of graphene consists of a

grain boundary is shown in Fig. 4(a). Clearly, there is a sharp

temperature discontinuity at the interface. In contrast, the

temperature in the pristine graphene case is continuous all

along the length direction, as shown in Fig. 4(b).

According to the Fourier law, the interfacial thermal

conductance also known as the Kapitza conductance28 can

be defined by

FIG. 2. (Color online) The structure of tilt

grain boundaries with misorientation

angles of (a) armchair-oriented bicrystals

(15.18�, 17.9�, 21.4�, 28.7�) and (b) zig-

zag-oriented bicrystals (5.5�, 9.8�, 13.2�,
21.7�). The corresponding dislocation den-

sities of each are shown in Tables I and II.

TABLE I. The dislocation density per unit length and Gk for armchair-

oriented graphene bicrystals of various tilt angles.

GB misorientation angle Dislocation density (nm�1) Gk (GW/Km2)

15.18� 1.260 26.75

17.9� 1.484 24.96

21.4� 1.804 24.32

28.7� 2.293 18.72

TABLE II. The dislocation density per unit length and Gk for zig-zag-ori-

ented graphene bicrystals of various tilt angles.

GB misorientation angle Dislocation density (nm�1) Gk (GW/Km2)

5.5� 0.398 46.81

9.8� 0.679 43.04

13.2� 0.948 35.66

21.7� 1.563 26.75
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Gk ¼
Jx

DT
; (2)

where Jx and DT are the heat flux across the interface and

temperature drop at the interface, respectively.

In this study, the temperature drop DT at the interface

was done as follows: (1) a linear regressions of the two tem-

perature profiles separated by the interface were done inde-

pendently. (2) The temperature difference between the two

intersections of the two linear regression lines with the inter-

face was considered as the temperature drop at the interface.

Once we have the temperature drop at the interface, we can

compute the interfacial thermal conductance Gk based on Eq.

(2) right away.

B. Length effect on Gk

Shown in Fig. 5 are our results for the Kapitaza con-
ductance Gk of both armchair and zig-zag-oriented bicrystal

graphene along with that of pristine graphene at T¼ 300 K.

It is seen that both the zig-zag and armchair-oriented gra-

phene show a similar trend, i.e., the Kapitza conductance

increases with increasing conducting length. Specifically, it

seems that Kapitza conductance increases linearly with

length and saturates at between 200 and 300 nm, which is the

effective ballistic length. The results are in good agreement

with the situation that graphene contacted with Si block in

our recent independent study,13 in which we found beyond

200–300 nm, the Kaptiza conductance of graphene/Si inter-

face does not vary with conducting length. The consistent

results indicate that chemically bonded interfaces have a

strong influence in diffusing phonons with wavelengths

shorter than the effective ballistic length in graphene, which

is 200–300 nm. Although the variation of Gk is smaller com-

pared to the thermal conductivity change of graphene on the

length, the origin for such variation should be universal, i.e.,

the long-wavelength phonons only present in long graphene

are able to transmit the interface and therefore enhance the

contribution to the overall interfacial thermal conductance

and thus result in larger interfacial thermal conductance.

FIG. 4. (Color online) One typical temperature profile of a 13.2� zig-zag-

oriented bicrystal graphene and a pristine zig-zag graphene, showing the

temperature drop at the grain boundary interface and nice linear temperature

profile in pristine graphene without interfaces.

FIG. 3. (Color online) The detailed atomic

structures of (1,0) dislocation, and a

(1,0)þ (0,1) dislocation pair, respectively.

The dashed lines point out the introduced

semi-infinite strips of graphene originating at

the dislocation core. Defect atoms are in red

color (dark in the black and white version)

while bulk atoms are in green color (light

in the black and white version). Non-six-

membered rings are in shadow. Atomic

structures of the h¼ 21.8� zig-zag-oriented

bicrystal (left) and the h¼ 32.2� armchair

oriented bicrystal (right) symmetric large-

angle grain boundaries, respectively.
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A similar trend has been found in Si-Ge (Ref. 29) and silicon

grain boundaries30 and graphene/Si interface.31

Another intriguing result of our study is that the disloca-

tion type plays a significant role, as shown in Fig. 6(b). The

reason that grain boundaries consists of (1,0) type disloca-

tions has higher Kapitza conductance is probably because

the heat flow is perpendicular to the interface, giving the in-

cidental phonon less chance to revert back and a greater

chance to transmit through the interface while heat flow is

inclined to the grain boundaries zig-zag paths composed of

(1,0)þ (0,1) dislocation pairs, which presumably involves

more phonon scattering at the interfaces.

C. Gk as a function of GB misorientation angle and
dislocation density

The results of Gk as a function of GB misorientation

angle for all studied cases are summarized in Fig. 6(a). We

realize that dislocation density is a more fundamental param-

eter than GB misorientation angle to characterize the proper-

ties of bicrystal graphene. Here, we plot the results of

Kaptiza conductance as a function of dislocation density in

Fig. 6(b). Clearly, a linear relationship can be observed for

both (1,0) dislocation and (1,0)þ (0,1) dislocation pair type

of grain boundaries. The length independent Kaptiza con-

ductance we obtained for all bicrystals studied is in the range

of 19–47 GW/Km,2 which is in good agreement with recent

report but with different simulation approach.20 It is worth

noting that these values are one order higher than the value

reported in other interfaces such as Si-Si (001) R29 grain

boundaries,30 Si-Ge interfaces,29 and CNT/Si interfaces.32

The extremely high value of the bulk thermal conductivity

and relatively high interfacial thermal conductance of gra-

phene suggests that graphene is beneficial for electronic

applications and establishes graphene as an excellent mate-

rial for thermal management.

D. The effective thermal conductivity

In terms of the effective thermal conductivity, we sim-

ply use

jeff ¼ �
Jx

DT=Dx
; (3)

where DT and Dx being temperature difference at the heat

source and heat sink and conducting length, respectively.

The approximation is made by assuming the temperature dis-

continuity is negligibly small and a linear temperature profile

is still valid for the Fourier law to be able to apply. This is in

practice an important value because the entire temperature

profile in most experiments is not available and the tempera-

ture difference at the two heat reservoirs is the only informa-

tion one can get with technique like infrared microscopy.33

Therefore, the effective thermal conductivity is a fairly good

index dictating the overall thermal transport capability of a

piece of graphene as a whole and the exact microstructure

FIG. 6. (Color online) (a) Gk as a function of GB misorientation angle for

both armchair and zig-zag oriented bicrystal graphene. (b) Gk as a function of

dislocation density. Both show clear linear decrease of Kapitza conductance

with increasing dislocation density. The dashed lines are guides for the eye.

FIG. 5. (Color online) Gk as a function of graphene thermal conducting

length for both 15.18� and 28.7� armchair-oriented bicrystal. Both show Gk

scales with length and saturate about 200-300 nm, which is about the phonon

effective ballistic length of graphene.
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details are not necessarily known. The results of effective

thermal conductivity of bicrystal as a whole are shown in

Fig. 7, which shows monotonic decrease with increasing GB

misorientation angle as well.

E. Temperature dependence on Gk and j

The calculated temperature dependence of the Kapitza

conductance and the thermal conductivity is shown in Figs.

8(a) and 8(b). Surprisingly, the Kapitza conductance has the

opposite trend of the thermal conductivity. That is, the

Kapitza conductance monotonically increases with tempera-

ture while the thermal conductivity shows a j � 1/T relation-

ship at elevated temperature regime. The trend of graphene’s

thermal conductivity is identical to that of carbon nano-

tubes34,35 and agrees reasonably well with another theoreti-

cal study of graphene.36

Thermal resistance R, which is the inverse of thermal

conductivity j, in graphene for example, mainly comes from

the phonon-phonon umklapp scattering. Such scattering is

enhanced at higher temperatures, resulting in higher thermal

resistance in bulk graphene. The grain boundary interfacial

thermal resistance, on the other hand, comes primarily from

two processes, namely, phonon scattering by structure defects

(lattice mismatch) at the interface, and the phonon spectra

FIG. 8. (a) Temperature dependence of Gk of 21.7� zig-zag-oriented bicrystal graphene, showing the opposite trend of temperature dependence of j above

room temperature in (b). (c) The effective thermal conductivity of the whole system including the interface as a function of temperature.

FIG. 7. (Color online) The effective thermal conductivity as a function of

GB misorientation angle for both armchair and zig-zag bicrystal graphene

compared with that of pristine graphene of the same length L¼ 400 nm at

T¼ 300 K. Note because of the temperature discontinuities in bicrystal gra-

phene, the “effective” thermal conductivity is calculated based on the tem-

perature difference at the heat source and heat sink.
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mismatch between interfacial atoms and bulk atoms, as will

be shown in the next section. As temperature increases, the

phonon spectrum mismatch is expected to be reduced and

thus yields lower interfacial thermal resistance. It is important

to note that the effective thermal conductivity as a whole of

the system is reduced at higher temperatures, as shown in Fig.

8(c), as a consequence of temperature sensitivity of thermal

conductivity wining over that of the Kapitza conductance. In

other words, the resistance due to umklapp scattering process

plays a more important role, comparing with that of phonon-

defect scattering at grain boundaries.

F. Phonon density of states

Next we proceed to gain some fundamental physical

understandings on why such interfacial thermal resistance

exists. Generally speaking, there are two plausible scenarios:

(1) phonon spectral mismatch for the crystals separated by

the grain boundaries similar to dissimilar materials do; (2)

because grain boundaries in this work can be deemed as col-

lective group of five- and seven ring dislocations, the struc-

ture defects themselves are barriers for phonon to pass

through and therefore create temperature inhomogeneities

and are responsible for the interfacial thermal resistance. The

two mechanisms are quite different in the sense that the first

mechanism is primarily dominated by the thermal properties

of the two crystals rather than the local behavior of atoms

located at grain boundary regions. As a consequence, strat-

egies to reduce the interfacial thermal resistance are quite

different: corresponding to the first one is to reduce the pho-

non spectral mismatch of the two crystals while the latter

one is to decrease defect density as much as possible.

To gain insights on the origin of the interfacial thermal

resistance at the grain boundaries, we have examined the

phonon vibrational DOS for the two separated crystals. An

additional simulation was conducted for the 15.18� armchair

bicrystal graphene, which consists of a 3 nm� 100 nm simu-

lation cell with periodic boundary conditions in both in-

plane directions. The atomic velocity was recorded every 10

steps in a NVT ensemble for 10 ps. The velocity–velocity

autocorrelation function from the trajectory of each atom in

the MD simulation, whose Fourier transformation gives the

DOS,37,38

gðxÞ ¼
ð

eixt hvðtÞvð0Þi
hvð0Þvð0Þidt; (4)

where v(t) is atom velocity at time t, and v(0) is atom veloc-

ity of t¼ 0. The DOS of the two crystals was evaluated

independently.

The results of phonon DOS for the two crystals in a

15.18� bicrystal are plotted in Fig. 9(a). It is obvious that the

phonon DOS has no difference between the two crystals in

the bicrystal graphene. This rules out the possibility that the

thermal interfacial resistance is caused by phonon spectrum

mismatch due to crystallographic misorientation as specu-

lated in the previous section. On the other hand, the local

vibrational DOS shown in Fig. 9(b) clearly depicts the differ-

ence between atoms located at the grain boundary region

and atoms far away from the interface. Therefore, one can

conclude that it is the structural defects present at the grain

boundary region that lead to the phonon spectral mismatch

and thereby the interfacial thermal resistance. To this end,

the interfacial thermal resistance can be understood as fol-

lows: when phonons interact with a grain boundary consist-

ing of arrays of dislocations, some phonons transmit through

the interface while others interact with dislocations and dif-

fuse or revert back to the heat source, resulting in depression

in the vibrational DOS of C atoms at the grain boundary

interface and thus leading to the interfacial thermal

resistance.

Our recent work on thermal transport behavior in pris-

tine graphene along various directions31 has shown that ther-

mal transport in graphene is almost isotropic, i.e., no obvious

directional preference for heat flux. Based on the above con-

clusion and the present study results, our MD studies clearly

FIG. 9. (Color online) (a) The overall phonon DOS of the two crystals in a

15.18� armchair-oriented bicrystal. The difference between the two curves is

indiscernible. (b) The local vibrational DOS of interfacial atoms in compari-

son with that of bulk atoms, showing the phonon spectral mismatch.
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demonstrate that larger defect density grain boundary gives

lower interfacial thermal conductance as shown in Fig. 6(b).

G. Theoretical analysis

To gains some insights on why the thermal conductivity

scales inversely with defect density on the grain boundary,

we have carried some simple analytical analysis as follows:

The Boltzmann transport equation is generally used to

study phonon transport in solids,

@N

@t
þ v � rN ¼ @N

@t

� �
scatter

; (5)

where N(r, p, t) is the non-equilibrium phonon distribution,

which is a function of time t, particle position vector r,

momentum vector p, and v is the phonon group velocity. The

left-hand side of Eq. (5) is the phonon drift term induced by

the applied thermal gradient and the right-hand side is the

collisional term arising from scattering of the phonons.

In solving Eq. (5), the single-model relaxation time

approximation can be used to calculate thermal transport in a

variety of systems.39–41 The single-mode relaxation time

approximation assumes that each phonon mode is character-

ized by a relaxation time that is independent of all other

phonons present in the system. With the relaxation time

approximation, the scattering term is42,43

@N

@t

� �
scatter

¼ N0 � N

s
¼ � n

s
; (6)

where sD is the relaxation time and n is the deviation from

equilibrium. For scattering by particles or defects, the relaxa-

tion time is related to the scattering cross sections44

s ¼ 1

gvr
; or

1

s
¼ gvr; (7)

where g and r are defect density and scattering cross section,

respectively. Because the 5–7 dislocation defects are the

only defects considered in the present study, it is reasonable

to assume r is a constant for all bicrystal graphenes.

According to the kinetic law, the lattice thermal conduc-

tivity is given by45

j ¼ 1

3

ð
SðxÞv2sðxÞdx; (8)

where S(x)dx is the specific heat per unit volume due to the

lattice modes of frequency x, dx, v is the phonon velocity,

and s(x) is the effective relaxation time. If the phonons are

scattered by various interaction processes, each process con-

tributes additively to the relaxation time.45

Equation (8) tells that for a given material the thermal

conductivity is proportional to the relaxation time, which

according to Eq. (7) is inversely proportional to defect

density. Therefore, it is expected that the thermal conduc-

tivity is a linear function of the reciprocal of defect con-

centration, which explains our MD results shown in

Fig. 7(b).

IV. CONCLUSIONS

In summary, non-equilibrium MD simulations were car-

ried out to study the thermal transport behavior in graphene

consists of symmetric tilt grain boundaries. Particular atten-

tion was given to the effects of defect density at grain bounda-

ries on the phonon transmission efficiency and the resulting

Kaptiza conductance. We found that the Kapitza conductance

increases with the conducting length of graphene and saturates

at about 200–300 nm, which is the effective ballistic length of

graphene. The plausible explanation for such length depend-

ence is that long-wavelength phonons allowable in longer gra-

phene open up new channels for phonons to transmit through

the interface. In other words, when the conducting length is

shorter than the effective ballistic length of graphene, the scat-

tering between grain boundaries and phonons with wave-

length smaller than effective ballistic length will further

increase the interfacial thermal resistance. The length inde-

pendent Kapitza conductance of symmetric grain boundaries

we predicted ranges from 19 to 47 GW/Km2, which is larger

than any other thermal electrical interfaces reported in the cur-

rent literature. Because of the short graphene length used in

our simulations (�400 nm), the overall thermal conductivity

of bicrystal graphene we obtained is �1100 W/mK, which is

lower than the experimental value 2000–3000 W/mK.

The Kapitza conductance was found to monotonically

increase with temperature, opposite to trend of thermal conduc-

tivity in bulk graphene. The Kapitza resistance at the grain

boundary of a bicrystal graphene is mainly due to mismatch of

phonon spectrum between interfacial atoms and bulk atoms

while the bulk resistance in pristine graphene is caused mainly

by scattering of phonons, which is enhanced at elevated temper-

atures. The overall effective thermal conductance of the bicrys-

tal is higher at lower temperatures above room temperature.

It is found that the Kapitza conductance decreases

monotonically with increasing GB misorientation angle for

both zig-zag and armchair oriented bicrystal graphene. Fur-

thermore, the thermal conductivity scales inversely with dis-

location (pair) density for both types of dislocations but with

different slops. We also found that the type of dislocations

plays a significant role. Specifically, (1, 0) type of disloca-

tions are more efficient in transmitting heat than (1,0)þ (0,1)

dislocation pair and therefore result in larger interfacial ther-

mal conductance. The vibrational DOS of atoms located at

grain boundary regions deviates from that of bulk atoms,

suggesting the origin of the interfacial thermal resistance

mainly arises from phonon spectral mismatch between local

defected atoms and bulk atoms. To this end, the relationship

between grain boundaries structure and its effects on thermal

properties of graphene has been established.
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